
the Vienna controllers and compares the results again, in the 

last columns, to the situation without checker. The high reduc-

tion in the command recognition rate again enables a very sig-

nificant improvement of the command recognition error rate. 

TABLE 6: ASR PERFORMANCE FOR VIENNA WHEN CHECKER IS USED  

 

Table 7 shows the online annotation of the subject matter 

expert. It shows again the already explained differences be-

tween offline evaluation and online evaluation taking the 

ATCo’s feedback on the HMI into account, but it also shows 

the big difference between the two ATCos from Vienna, 

whereas the differences between the four different Prague 

ATCos are much smaller (Table 3). Vienna controller deviated 

much more in used ICAO phraseology. 

TABLE 7: CORRECTLY DISPLAYED COMMANDS ON RADAR SCREEN OF ATCO  

 

Table 8 shows the accuracy of the Command Hypotheses 

Predictor for Vienna Approach in the last two columns. 

TABLE 8: COMMAND PREDICTION ACCURACY FOR VIENNA APPROACH 

 

Compared to Prague data (Table 4) command prediction 

accuracy seems to be improvable for Vienna. However, Prague 

CPM model could be reused from MALORCA. Vienna CPM 

model was retrained on data obtained in pre-trails, because the 

combined airspace does not exist in real-life data. 

C. Validating the Validation Hypotheses 

Although the validations were performed in a laboratory 

environment, the previous sections show that both the com-

mand recognition rates and also the command recognition error 

rates are improvable and are below the results of the MALOR-

CA project. MALORCA also uses Prague and Vienna ap-

proach as validation airports. MALORCA, however, trained 

the acoustic models for Czech and Austrian accent. MALOR-

CA achieved a command recognition rate of 91.7% for Prague 

and 85.2% for Vienna. The command recognition error rates 

were 0.6% for Prague and 3.2% for Vienna. MALORCA’s 

baseline system – with 18 hours of untranscribed data of each 

airport also achieves command recognition rates of only 79% 

for Prague and 60% for Vienna. The numbers presented in the 

previous sections together with subjective ATCo’s feedback 

obtained via questionnaires was used to validate the six valida-

tion objectives presented already in Figure 6. 

TABLE 9: VALIDATION OBJECTIVES AND HYPOTHESES FOR TFI, PST 

Obj Validation Hypothesis Prague Vienna 

TFI 

The ATCos are able to use the ASR 

system without visible slowing down of 

the system or malfunctioning compared to 
basline 

OK OK 

PST 

CmdRR > 85% and CmdER < 2.5%, 

CpER < 10% 
POK POK 

The ASR command recognition rate is 

acceptable and there is no major difference 

between clearances types. 

NOK NOK 

 

The results in Table 9 show that it is feasible to integrate 

ASR into a controller working position without influencing its 

performance (objective TFI). The abbreviation in the last two 

columns of this and the following tables stand for (1) OK = 

Achieved, (2) POK = Partially Achieved and (3) NOK = Not 

Achieved. As explained in the beginning of the section the per-

formance stability objective (PST) was not achieved. The im-

provable recognition performance is also reflected in the ASR 

operational feasibility (OPF) validation objective (Table 10). 

TABLE 10: VALIDATION OBJECTIVES AND HYPOTHESES FOR OPF 

Obj Validation Hypothesis Prague Vienna 

OPF 

The ASR will support the performance of 

operations. 
NOK POK 

The ASR will be adequate for the 

accomplishment of operations with respect 
to CmdRR and CmdER 

NOK NOK 

ASR supports the performance of 
operations in terms of timeliness 

NOK NOK 

The number of error is within tolerable 

limits (CmdER < 2.5%) 
NOK NOK 

TABLE 11: VALIDATION OBJECTIVES AND HYPOTHESES FOR HUP, PART 1 

Obj Validation Hypothesis Prague Vienna 

HUP 

The level of Command Recognition Rate 
will be >= 85%. 

NOK NOK 

The responsiveness is adequate (< 2 

seconds) 
NOK POK 

Tasks can be achieved in timely manner. NOK NOK 

The level of workload with the introduction 

of ASR is maintained at the acceptable 

level. 

OK OK 

Situation Awareness (SA) is not reduced. OK OK 

The number of severe human errors is 

within tolerable limits. 
OK NOK 

TFI, PST and OPF validation objectives are a pre-condition 

for the other three validation objectives. Therefore, they are 

also not fully achieved. Human performance is shown in Table 

11 and Table 12. Although recognition performance is not ac-

ceptable, controllers’ feedback in questionnaires was not com-

pletely negative. Mostly they see that radar label maintenance 

support via ABSR could reduce their workload, if recognition 

performance is significantly improved. Due to bad recognition 

performance, also no capacity improvements were observed 

(Table 13). 
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TABLE 12: VALIDATION OBJECTIVES AND HYPOTHESES FOR HUP, PART II 

Obj Validation Hypothesis Prague Vienna 

 
The design of the user interface supports 

ATCos in carrying out the tasks. 
OK OK 

 
The design of the user interface supports 

ATCos in carrying out the tasks. 
OK OK 

HUP 

The presentation of information supports 

ATCos in detection of possible system 
errors. 

OK OK 

The level of trust in the ASR system is 

acceptable. 
OK OK 

The ASR is assessed as acceptable. NOK NOK 

The level of Command Recognition Rate 

will be >= 85%. 
NOK NOK 

The responsiveness is adequate (< 2 

seconds) 
NOK POK 

Tasks can be achieved in timely manner. NOK NOK 

TABLE 13: VALIDATION OBJECTIVES AND HYPOTHESES FOR CPA AND SAF 

Obj Validation Hypothesis Prague Vienna 

CAP 
The workload reduction provided by ASR 
system is adequate to increase ATM 

capacity.  

NOK NOK 

SAF 

 

The completeness and accuracy of the 

information provided by the ASR is 
adequate. 

NOK NOK 

The responsiveness of the ASR is adequate NOK NOK 

The number or severity of errors resulting 
from the introduction of ASR is within 

tolerable limits. 

NOK NOK 

The recovery means for errors resulting 

from ASR are identified to minimize 
operational impact 

OK OK 

VI. INTERPRETATION OF RESULTS AND NEXT STEPS 

ATCos’ feedback also addresses the recognition times 
(Table 11). The delays between issuing a clearance and feed-
back on the HMI were sometimes too long. ATCos many times 
thought that the commands were not recognized and start to 
manually input the commands whereas in parallel the values 
are displayed in the HMI. This is due to the implementation. 
Recognition starts first, when the ATCo has released the push-
to-talk button. This, however, is more a software design than 
an ABSR issue. Recognition could already start when ATCo 
starts talking and intermediate results could be provided if the 
controller gives multiple commands to the pilot. This is al-
ready implemented in the Nuance recognition engine 11. 

Correcting wrongly recognized commands takes too much 

of ATCos capacity even with only medium traffic. The follow-

ing order describes all cases identified from less intrusive to 

very intrusive in the ATCos work: 

 No recognition: ATCo needs to enter complete command 

into radar label, i.e. same situation as without ABSR. 

 Wrong callsign recognized and no command displayed: 

Same as for “no recognition”. No correction for wrong 

callsign necessary, but callsign highlighting of wrong air-

craft demands cognitive ATCo resources. 

 Wrong value for correct callsign with correct command 

type: e.g. DESCEND 210 FL instead of DESCEND 200 

FL: ATCo needs to correct the wrong value in the radar 

label. Requires cognitive resources to identify wrong val-

ue. Risk is that a wrong value is not recognized by ATCo. 

 Wrong command type for correct callsign recognized: e.g. 

HEADING 200 LEFT instead of REDUCE 200 kt: ATCo 

needs to delete the wrong recognition and also enter the 

correct recognition. Additional risk is that misrecognition 

is not detected. 

 Command wrongly/correctly recognized for wrong 

callsign: ATCo needs to delete recognition for wrong 

callsign, identify the position of the correct callsign and 

enter the correct commands in the radar label. Additional 

risk is that misrecognition for wrong callsign is not detect-

ed. 

This results in the summary that no recognition is better 

than a wrong recognition. There is of course always a trade-off 

between recognition (CmdRR) and error rate (CmdER). 

Even though Prague controllers use a reduced phraseology 

subset recognition rates for them are also quite low. Table 14 

shows that Prague controllers use much smaller range of dif-

ferent words than Vienna ones. Therefore, the modelled phra-

seology needs to be improved. 

TABLE 14: COMMAND COMPLEXITY 

 

Trainees can be forced to strictly follow ICAO phraseolo-

gy. However, ATCos already on the job will never accept a 

system which does not support their current phraseology, alt-

hough AcListant®-Strips project has shown that controllers 

will more and more adapt their phraseology towards modelled 

phraseology if they get benefits, i.e. better ASR support. Nev-

ertheless, we first need to improve ASR performance, and then 

ATCos might slightly adapt their phraseology and not the other 

way round! 

The drawback, however, is that then an acoustic model and 

a grammar are available for the lab environment, but at the end 

the benefits are in real life traffic. Therefore, no time should be 

wasted for improving the models on laboratory data, but on 

real life data. Thousands of hours of training data from the ops 

room for ABSR model training are available nearly for free, 

provided that data privacy issues are solved. For lab data costly 

experiments are necessary just for generating training data. 

On the other hand special situations like near misses and 

thunderstorm weather and heavy traffic scenarios could be cre-

ated in the lab environment. These situations are difficult to 
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produce in real life and are not desired, i.e. validations with 

special situation scenarios need to be done (in the lab environ-

ment). 

VII. CONCLUSIONS 

The experiment 220 of SESAR 2020 funded solution 

PJ.16-04 validated a radar display developed by Thales Air Sys 

and a Commercial-Off-The-Shelf (COTS) speech recognition 

engine. Command recognition rates varied between 31% and 

82% for different controllers. The ABSR concept to use a Plau-

sibility Checker based on predicted possible controller com-

mands could dramatically reduce the command recognition 

error rate ranging between [14.7% .. 22.6%] to a range of 

[4.8% .. 6.6], i.e. most of the false recognitions were not shown 

to the ATCo. 

Based on the work performed and the results of the valida-

tion exercise, the following recommendations are issued in 

view of further research and implementation work: 

 Reduce the delay until the voice communication and its 

recognition is displayed in the HMI by processing the 

recognition already during the communication. 

 Use special acoustic model trained for final end users, i.e. 

English with Czech accent for Czech and English with 

Austrian accent for Austrians etc. 

 Extend the grammar to support more phraseology devia-

tions. 

 Extend ABSR systems also to other ATC workstations 

such as in tower and remote tower environment [18]. 

 Training of acoustic and language model (grammar) 

should be done with real-life data and on automatically 

transcribed voice recordings (MALORCA approach). 

 Larger amount of runs should be performed in order to 

achieve a higher level of significance of the results, pro-

vided that the identified improvements result in better 

ASR command recognition rates, which are comparable to 

AcListant®-Strips [7] and MALORCA [14] project. 
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