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Abstract—This paper puts the problem of poor human alarm interaction under the organizational perspective of Resilience Engineering and Management (REM) to explore the insights that such a perspective can bring. The article presents (i) a case study approach through which the REM perspective has been implemented, and (ii) a resulting qualitative framework of the organizational-systemic precursors to poor human alarm interaction in Air Traffic Management (ATM). The REM perspective has been useful in outlining a set of organizational-systemic dynamics located at the blunt end of the ATM system that, despite being neglected by current theoretical perspectives, could be the target of managerial safety interventions aiming at improving the fit between human and alarms at the sharp end.
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I. INTRODUCTION

A. Human Alarm Interaction

Problems of human-alarm and human-automation interaction in safety critical domains have been notably dealt with in a compartmentalized or mechanistic fashion: the focus has been on characterizing the interaction between the human operator and the automated device as a standalone work unit independent of the organizational and work context [1]. Such a unit is conceived as a closed loop system characterized by the exchange of input and output between the human and the machine [2]. An important assumption is that the inner processes or tasks of the human mind could be broken down and studied independently of the work context.

While such human information processing perspective has been essential to foster the advancement of human alarm and human automation interface design and evaluation, it has a limited capability to address those undesirable side effects arising from the interaction of automation with the operational practice. Focusing on automated alarm systems, examples of side-effects include false or nuisance alerts, ambiguous alarms, alarm flooding, missed or delayed alarms, undesirable and unintended misuses, conflicts between the authority of the human operator and the authority of the automated alarm [see e.g., 3; 4-7]. Overall, such instances of poor fit between the human and the alarm system are not only problematic from a front-end operator perspective, i.e. pilots or air traffic controllers, but also from a safety perspective: they can in fact contribute to the development of accidents and disasters. For instance, accidents precursors lying at the human alarm interaction level include coordination breakdown between air traffic controller and two distinct crews in course of collision in presence of a highly sophisticated on-board collision avoidance system [8]; inadvertent inhibiting of the same collision avoidance system [9]; improper inhibiting of the ground based terrain warning system [10]; presence of multiple safety alerts disorienting pilots during emergencies [11].

The limitations of the human information-processing paradigm are not a new problem. This paradigm dates back to the 80ies, and since then a significant amount of work has been done from alternative theoretical perspectives. Distributed Cognition [e.g., 12; 13], Computer Supported Collaborative Work [e.g., 14], Activity Theory [e.g., 15; 16], and Situated Action [17] have widened and deepened the unit of analysis beyond the single operator-system interaction. They have considered a larger set of performance shaping factors, like coordination of cooperative activities, structure of goals and motives, historical and cultural conditions. Overall, such theoretical developments have been instrumental in providing a richer set of concepts and vocabularies for characterizing breakdowns at the human automation interaction level.

Considering the availability of such theoretical developments, one might wonder why do the undesirable side effects or anomalies at the human alarm interaction level remain a relevant hazard in organizations operating in safety critical domains. A plausible answer is usually found in the limited consideration of safety and human factors requirements along automation or alarm development process, due for
instance to limited or late involvement of human factors and safety specialists [18; 19]. This view of failure originates from a comparison of actual development practice with respect to an idealized, abstracted, and prescriptive model of automation development. One example of such a model is provided by [20], who specifies the relevant safety assurance activities that should be carried out throughout the lifecycle of an Air Traffic Management (ATM) system, from conception, to development, operation and decommissioning. However, it can be noted that explaining failure as a deviation from an idealized lifecycle model, omits considering the influence of the underlying organizational context. Development and improvement practices do not occur in isolation in fact.

B. Resilience Engineering and Management

The present work has brought the problem of poor human alarm interaction under the safety paradigm of Resilience Engineering and Management (REM) [21–23], to explore the insights that such an approach can generate. REM is a safety management paradigm aiming at enhancing safety interventions at organizational and institutional levels, rather than operational only [23]. Safety is in fact considered to be a control problem requiring a repertoire of careful and dedicated organizational practices [19]. Under REM, complex safety critical systems like ATM can be conceived as made by a sharp end and a blunt end [19]:

- At the sharp end are located those operators, like pilots and air traffic controllers, in direct contact with the hazardous process to be controlled safely;
- The blunt end is made by the organization or set of organizations, such as regulators, administrators, technology suppliers, that drives, organizes, constraints, and ultimately determines the multiple working conditions and demands to which humans at the sharp end have to adapt.

Evidence from accidents in complex safety critical systems has turned the blunt end not only into an interesting area of inquiry, but also into a valuable area of potential safety improvements [19]. The main source of risk does not only come from individual errors or technical failures at the sharp end only, but also from biases and blind spots in organizational decision making at the blunt end. These arise out of a constant renegotiation of the definition of risk and of normal practices under strong pressure for productivity. Such dynamic, also called organizational drift into failure has been the object of different theoretical models, each one characterizing its constituent traits.

First, it has been noted that organizational drift into failure results from the flow of normal organization activity, and not from some exceptional event or decision (Dekker, 2005). This is due to the limited rationality held by organizational members during their day-to-day activities. It is nearly impossible for them to be fully aware of the undesirable consequences that their decisions might produce on the work system [24]. Each member can see only a portion of the entire work system, depending on his or her role in the organization, available information, and culturally accepted norms. Division of labour in large organizations, although defined for mobilizing organizational resources in function of the institutional relevant goals, has the side effects of ‘insulating’ different parts of organization, complexify patterns of information flows, and ultimately limiting the purview of local rationalities [25; 26].

Organization members usually act under a strong tension for productivity. In these terms organizational drift is a process induced by the organization trying to pursue efficiency and safety goals at the same time [see e.g., 21; 27; 28]. For instance, management has to find compromises between the allocation of scarce resources—people, funds, expertise and equipment—to meet the goals of the organization [29]. Similarly, operators at the sharp end are pushed to take decisions that might compromise safety goals while favoring efficiency objectives, or vice versa. In particular, Hollnagel notes that the decisions to prioritize productive pressure in a commercial environment is implicit and unrecognized, as usually decisions appear as sound when assessed according to the local time pressures, short-term incentives, and available knowledge [30; 31].

Furthermore, one problem in organizational decision-making is that a clear view of the relevant efficiency-safety trade-off is usually not available at the time of the decision. For instance, it would be incorrect to think of safety goals as clearly articulated in safety policies and procedures [32; 33]. The acceptable level of risk might not be made explicit, and the long-term effects of efficiency decisions on safety might not be known [32]. Also, operators’ interpretation of institutional goals might differ substantially from those acknowledged by management. Sense making and interpretation from a local perspective are an important component of organizational drift.

Another important trait of organizational drift into failure is its incremental nature. Organizational drift does not happen overnight; rather accidents are usually preceded by a history of signals (about system anomalies) being downplayed for several years [34–36]. This trait has been best explained by the theoretical developments of Turner and Vaughan, which are reported next.

Based on the analysis of 84 British accidents occurred over a ten years period, Turner’s Man Made Disaster Theory [25] maintains that accidents are usually preceded by an incubation period during which the organization downplays emerging risks and near misses until disaster unfolds. Such an incubation period might last several years and is characterized by a systematic misinterpretation and overlooking of apparently unrelated hazards, so that these can accumulate unnoticed in the work system. In this period the organization gets increasingly attached to a view of the world that is inconsistent with the way the world really is, and is unable to anticipate the incoming failure. Such a failure of foresight suggests that accidents do not result solely from a physical process gone wrong, rather they are the result of a cultural laceration.
between the worldview maintained by the organization and the way the world really is [25; 37].

Vaughan departed from Turner Man Made Disaster theory to theorize around the way a complex organization like NASA might end up accepting more risk than it is aware of [35; 38]. In the case of the NASA accidents of Challenger and Columbia, Vaughan [35; 38] noted that the respective anomalies leading to the accidents had a history dating back many years before the disasters. The O-ring erosion (Challenger) and the debris tile (Columbia) were not manifested in a clear and immediately understandable manner if not only after the disaster. Engineers were in fact exposed to (i) mixed signals, i.e. signals indicating a potential danger that were followed by either less or no damage, reinforcing the belief that the system was safe to fly; (ii) weak signals, i.e. those signals about risk that after analysis were deemed so unlikely that there was very low probability for them to recur; (iii) routine signals, i.e. signals relating to events that while being dangerous, recur routinely with no accident happening. Ultimately these dynamics, as induced by an institutional context biased towards productivity goals and characterized by structural secrecy, contributed to generate the cultural belief that the system was operational and was safe to fly. An important consideration stemming from these findings is that history and context are important for understanding the etiology of failure and disaster [39].

It is now important to note that the REM perspective and the traits of organizational drift into failure have been characterized mainly in relation to the understanding, modeling, and prevention of accidents and disasters. However, it remains to be explored the benefits that the same lens can bring over other relevant areas of risk management, such as innovation and change. The introduction of new working methods, of new equipment, of new operational concepts, and of new automated tools and alarms are just a few examples of those changes organizations experience periodically for modernizing their infrastructures and for improving their operational productivity and safety. Such activities might be self-initiated or might be mandated by national and international modernization programs, such as SESAR in the Air Traffic Management domain. If not managed effectively, they have the potential to introduce novel anomalies and unintended side effects in the operational system, ultimately introducing new pathways to failure [19; 40].

II. RESEARCH OBJECTIVE

This work aims at exploring the insights that the ‘enlarged’ REM perspective can generate over problems of human alarm interaction. The focus is on advancing the understanding about how organizations might drift into poor human alarm interaction, or, on the contrary, about how they can avoid such drift. It must be noted that we have not found other research work pursuing the same research objective from a similar theoretical orientation. Therefore, a specific methodological approach, consistent with our exploratory objective, had to be devised. This is described in the next section.

III. METHODOLOGY

We implemented the REM approach through the deployment of two in-depth longitudinal-historical case studies centered on an alarm system, the Minimum Safe Altitude Warning System (MSAW), a ground based safety net from the ATM domain. Both studies were developed consistently to the three methodological orientations exposed below.

First, they investigated the interaction over time between (i) anomalies at the human alarm interface and (ii) the underlying organizational context within which the system was introduced and operated. This focus, analogous to that exploited by Vaughan in her investigation of the Challenger disaster [41], allowed tracing retrospectively the ‘trajectories’ of the alarm anomalies study to understand how they have been interpreted, reported, debated and managed over time. The fact that drift develops over the course of several years provided the rationale for such a longitudinal-historical focus. The same rationale also oriented us towards the selection of a well-established application, the Minimum Safe Altitude Warning System, or MSAW, as application case. This alarm has a long and troubled operational history—due to the high rate of nuance or false alerts it generates, especially when implemented for protection of the final approach path—that was available for investigation and for extracting useful lessons.

Second, both studies maintained an ethnographic orientation. They focused on understanding viewpoints and perspectives of insiders. This was the case for two reasons. First organizations are social purposive systems. As indicated by foundational work in interpretive organizational research [e.g., 42; 43], the understanding of the motives, perspectives, meanings and intentions which organizational members use to direct their everyday lives maximizes opportunities for generating plausible theoretical accounts about organization behavior. This is even truer for inquiries into a novel or little explored organizational phenomena [44], such as in the present research. Second, considering insiders’ viewpoint enable reducing opportunities for hindsight bias. Understanding the evolution of events from the inside out enables the understanding of the uncertainties, alternatives courses of action that were available to practitioners in the field prior the occurrence of failure.

In particular, both studies adopted a dual focus approach to data collection, accounting for both the viewpoints (i) of air traffic controllers and (ii) of the other stakeholders at the blunt end, such as supervisors, managers, R&D directors, and safety experts, international and national regulators. The former view provided insights into the role of the alarm in use, possible conflicts with the operational practice, potential for unintended uses, and the like. The latter view provided insights into the rationales, interests, and cultural frames behind the decisions and conditions related to alarm development, adoption, operation, and improvement.

Third, both studies were interpretive and adopted an abductive approach to data analysis based on [45] and [46]. The abductive approach exploits the systematic and
imaginative use of metaphors and analogies in an attempt to produce plausible theoretical readings of complex organizational phenomena, as reflected by insider’s account. Such an approach is adequate for exploratory research with theory construction purposes [47; 48]. In these cases, the emphasis is on structuring observations, resulting from in depth investigations, in order to identify and to distinguish novel descriptive and explanatory concepts, and project meanings, rather than measuring and testing consolidated concepts already contemplated by existing theories.

The use of a multiple case approach allowed implementing the above-described case study design first in a less constrained research environment to assess its viability, and subsequently replicate the same design in a more complex and more demanding environment. For this reason the studies differed as regard the scope of the inquiry and the variety of data used.

Study 1 [49; 50] focused on the analysis of the inter-organizational debate between NTSB and FAA over the implementation of the Safety Recommendations issued by NTSB on the MSAW (Minimum Safe Altitude Warning System) system, since the introduction of the alarm in the US in the seventies. This study provided a first constrained environment where to assess the potential of the REM approach. It was scoped on the view of air traffic controllers (sharp end), and a portion only of the safety control structure (the blunt-end) influencing MSAW system adoption, implementation, and operation. Also, it was based mainly on the analysis of documentary evidence, including safety recommendations, safety recommendations letters, follow up letters exchanges between NTSB and FAA, and accident reports related to accidents discussed in the safety recommendation letters. The study has showed the viability of the defined case study approach, and has strengthened our confidence over alarm anomaly trajectory in the organization as an appropriate focus of the inquiry. The outcome of Study 1 included the identification of one organizational-systemic precursor to poor human alarm interaction, Structure of Safety Debates, which related to dynamics that might prevent alarm anomalies at the level of front-end operator from being properly framed at higher organizational levels.

Subsequently, Study 2 [51; 52] brought the REM approach to a less constrained and more complex case: the analysis of the organizational-systemic sources of poor MSAW implementations in the European ATM. This study investigated MSAW implementation and operation within four European Air Navigation Service Providers (ANSPs). It was based on the analysis of transcripts of informal and semi-structured interviews, observational notes, historical company documents, service notes, accidents and incidents reports, requirements and guidance material as developed both at international level national level. This data was collected in 2010 over a period of ten months during attendance of three meetings on Air Traffic Control ground-based safety nets, and during site visits at six Air Traffic Control centers of the four ANSP included in the study. This second case further reinforced our confidence in the defined REM approach, and it allowed defining other categories of organizational-systemic precursors to poor human alarm interaction: Alarm Implementation Expertise Acquisition/Development; Quality of ANSP-Software Vendor Collaboration; Managerial Assumptions Driving Adoption.

Eventually, the categories of precursors emerged from Study 1 and Study 2 were compared, checked for contradictions, and integrated in a single qualitative framework that is presented next.

IV. HOW DO ORGANIZATIONS CAN DRIFT INTO POOR HUMAN ALARM INTERACTION?

This section presents a framework of the organizational-systemic precursors to poor human alarm interaction. The framework is qualitative and is composed by four organizational dynamics that appear to affect the ability of a company to control hazardous anomalies lying at the human-alarm interface. Such dynamics are outlined below.

(1) Structure of Safety Debates. This category refers to how safety nets anomalies and problems (e.g. nuisance alerts, alarm flooding, ambiguous alerts) can be reported and debated within a company and across companies, for instance during development projects or requirements meetings. During such safety debates, the underlying theoretical model or perspective of safety, of human performance or of human alarm interaction might remain tacit so that an organization might be unable to learn about the distance existing between the view of the alarm as envisaged by its different stakeholders at various hierarchical levels in the organization and the view of the alarm as operated by air traffic controllers. Debates within the organization might be plagued by a tendency to keep premises of arguments out of scrutiny and to solve lack of consensus through power. Such tendencies are known to inhibit organizational learning: failing to explicate the premises behind the courses of action intended by different parties hampers confrontation, ultimately leaving opposing parties trapped in conflicting positions [53]. Solving lack of consensus about ambiguous issues through the use of informal or formal power relationships means that the dominant party will ultimately judge what is the most appropriate interpretive frame to adopt [54]. Ultimately, relevant safety net or general automation anomalies related to an operational system might lie unaddressed or underreported for years, even for decades despite these anomalies contributing to incidents and accidents, while the company might ultimately invest in other safety areas since it is not aware of its blind spot.

We observed this pattern in our analysis of the Safety Recommendations issued by the National Transportation Safety Board (NTSB) to the Federal Aviation Administration (FAA) and targeting the MSAW [25]. There, we observed the above mentioned dynamics to have contributed to frame repeatedly the problem of the frequent ‘lack of response to MSAW alerts by air traffic controllers’ as an issue of ‘improving HMI design’, and not as one of ‘reducing the frequent rate of nuisance alerts’—the fundamental source of
the problem. Such a loose conceptual coupling between an anomaly at the sharp end and its fundamental cause ‘resisted’ for nearly three decades during reiterated correspondence exchanges at the blunt end between the two agencies. Only in 2006, NTSB recognized the relevance of the nuisance alert issue with regard to the controllers’ lack of response.

(2). Path to Alarm Capability Building. This category refers to the process by which a given ANSP develops the capability to set up a novel automated alarm. As for any innovative endeavor, the successful introduction of an alarm system novel the organization requires appropriate organizational capability. This consists on a mixture of knowledge, know how, expertise and competence, specific skills, and technological supports. It can either be built internally to the organization or be integrated from outside sources when others have already developed it. While lack of such capability is usually associated to general innovation failures [55], the specific path to capability building a given organization goes through seems to correlate to its ability to achieve an optimal set up of the system.

All of the ANSPs included in Study 2 encountered a first problematic implementation of their respective MSAW system: in all cases the implemented system generated an high rate of nuisance alerts which was reported to interfere with air traffic controllers practices. However, these service providers differed in their ability to adapt to such alarm side effect depending on their specific path to capability building they followed. ANSP1, a large European ANSP, pioneered the development and parameterization of the alarm in Europe. Although encountering a high rate of nuisance alerts during its first MSAW implementation cycle, such pioneer service provider could recur to internal in-house formal R&D and co-development with its national manufacturer. Notably [56], these two strategies favor learning by doing, which in this case meant carrying forward lessons learned from previous unsuccessful implementations, plus the sharing and linking of complementary knowledge sets, in this case held by service provider and the software manufacturer, in order to solve a complex problem, i.e. MSAW parameterization. Eventually ANSP1 achieved an implementation that was regarded as best in class in the industry at the time of data collection.

When the resources for pioneering development are lacking, other ANSPs interested on the implementation of the same system already implemented by a pioneer might opt for an imitation strategy. In this case the focus is mainly on integrating the capability that has been already made available somewhere outside of the company. For instance, in our study, we observed that a path follower service provider, ANSP2, a mid-size service provider, acquired the capability needed to fine tuning the MSAW by recurric to personnel poaching and by purchasing the system from the same ‘expert’ software manufacturer which already co-developed the tool with ANSP1. Also ANSP 2 eventually achieved an implementation regarded as a best in class implemener at the time of data collection.

Two other ANSPs were found in the process of catching up. These organizations relied initially mainly on the expertise provided by the software manufacturer from which they bought their COTS’ MSAW system. However, in both cases, such strategy turned out to be less than optimal from an implementation perspective for the reasons detailed in the next sections. Thus one ANSP was found to have removed its MSAW system from operation at the time of data collection. The other was found to be in the process of improving the alarm by relying on the external support by EUROCONTROL, the European Agency for the Safety of Air Navigation. Since 2005, EUROCONTROL has created a dedicated task force, named SPIN, for enhancing and standardize ATM alarm implementations across Europe. With regard to this specific ANSP, EUROCONTROL, through SPIN, acted as a technology transfer agency: it promoted the positive transfer of expertise and competence about the MSAW parameterization process from early best class implementers to a later adopter.

(3). ANSP-Software Vendor Collaboration. Effective collaboration between a software vendor, selling safety critical automation, and the client organization, purchasing and deploying it (the ANSP), appears to be a key component for ensuring the efficient implementation of an automated alarm. While a successful integration requires an optimal blend of software development/parameterization expertise (vendor) and operational expertise (client), we observed that problems might arise due to incomplely contracting, poor alignment, lack of experience with the specific system on the client side, the vendor, or both.

The client ANSP might underestimate the implementation effort, thus omitting to fully specify the requirements of the MSAW to be purchased, and failing to allocate sufficient resources to the parameterization of the alarm. In the absence of specified requirements, the MSAW implementations risks reflecting more the manufacturer’s view concerning the set up of the alarm, as the control over the tuning process is transferred almost entirely to the software manufacturer.

In our cases, one manufacturer was reported to reuse opportunistically an alarm key component—the terrain database—which was taken from a previous client site and that however matched poorly the site of the new client. As a result the terrain database contributed to generate too many nuisance alerts. Further, issues related to requirements traceability were reported, and the manufacturer was reported by our informants as not being fully aware of the trade-off involved in the parameterization of the alarm. In these cases, the implementation of the alarm might turn out to be challenging not just for the client but also for the vendor. One additional problem we observed here is that after the contract is signed the vendor’s willingness to accommodate client’s requests might decrease, so that additional improvements to the implemented system might require extra negotiations to be arranged [51].

When experiencing such a flawed collaboration with its software provider, it may not be easy for an ANSP to recover
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from a poor implementation on its own. Purchasing the system usually has lack of learning as a side effect, so that it is difficult to carry forward the lessons from previous failure/s.

(4) Managerial Assumptions Driving Adoption. This category refers to the assumptions behind the managerial decision to adopt an automated alarm within the organization. Of particular relevance seems to be the balance between the decision to adopt and the availability of appropriate capabilities, expertise, and guidance material to ensure the proper fit of the system to the local operational practice.

In our cases we observed biased assumptions about the organization capability to implement the alarm. Some service providers appeared to commit to adopt the MSAW as if this were a ‘commodity’, i.e. a standard component in the industry bringing limited impact on operational practices, and which for design and implementation were unproblematic. Such assumption appeared to be partly reinforced by the consideration that the MSAW is usually viewed as not affecting traffic capacity and as exhibiting low technical complexity in comparison to the larger radar processing system of which it is an add on. This assumption was more apparent for one of the catch up ANSPs, which committed opportunistically to the implementation of the alarm after this was proposed to them by the manufacturer as part of the larger software package that was under acquisition. In general, the novelty and difficulty related to the implementation of the alarm went somehow unrecognized. For instance, in none of our four organizations we found evidence of a formalized rationale detailing the reason for having the MSAW installed and the role of the alarm in the ATM system. In general, it was assumed that alarming the imminent infringement of aircraft through a minimum altitude would have been sufficient to avoid Controlled Flight into Terrain—the kind of aviation accident the MSAW system should contributed to prevent.

With these bases, the implementation of the alarm was framed mainly as a technical engineering process, and not as an innovative experimental one presenting many areas of uncertainty. In particular, in at least two cases the implementation schedule was dictated mainly by productivity consideration—such as fixing the O-date (the data a system goes operational) before period of high traffic—in absence of other criteria indicative of the degree of fit between the alarm system and the specific operational practice.

These premises set the stage for an implementation process characterized by a high degree of uncertainty and intense temporal pressure. Personnel reported lacking in-house expertise about the system when they committed to their first implementation. Furthermore they reported that on the one hand early international standards and guidance material related to the MSAW mandated the implementation of this and other alarms, on the other hand these standards and guidance were reported to provide only a minimal definition of the system. Inevitably, the first deployment of the MSAW proceeded tentatively by trial and error, lacking any reference model about the parameterization process. Thus the first operational MSAW turned out to play the role of a nuisance disruptive of air traffic controller practices, to be dismissed, ignored, and in some cases removed from operation.

The managerial assumptions driving adoption seems to be important also at international level. Early efforts to mandate the wide spread adoption of an alarm system across different states might not be matched by a formal assessment about the maturity of existing standards and guidance material, and about the path to capability building that can be sustained by different implementers. In our case, early standard and guidance material about the MSAW appeared to accommodate only for a limited portion of the complexity that had to be considered by local implementers. Also, as described earlier, different service providers followed different paths to alarm capability building, so that different states achieved different implementations of the same system. In general, it seems that neglecting how the knowledge and expertise needed to set up an automated alarm can be generated and diffused across the organizations implementing the alarm leaves room to asymmetrical implementations at system wide level.

V. DISCUSSION AND CONCLUSIONS

This paper has explored the insights that the Resilience and Management (REM) perspective can bring when applied to problems of poor human alarm interaction, and has outlined a case study approach through which the REM perspective can be implemented. As expected, the REM perspective appeared to be useful in unveiling the organizational-systemic dynamics at the blunt end of the system that may influence the quality of human alarm interaction at the sharp end. The appreciation of such dynamics extends the dimension of the problem of human alarm interaction to factors that are exogenous to the unit of analysis defined by the classic human information paradigm, and the other alternative competing approaches. Moreover, understanding such organizational-systemic dynamics is useful to get a grasp on those barriers and biases at the blunt end of the ATM system that might affect the ability of service providers to adapt successfully to the side effects of their automated systems. In particular, the framework presented here has stressed four organizational dynamics, which arguably have to be considered to prevent an organizational drift into the implementation and operation of alarms presenting a poor fit with their intended users.

Compared to REM literature, which notably has an interest on advancing current understanding of disasters and accidents, it can be noted that this paper has the merit of having shown (i) the kind of organizational bias and holes that might affect technological change and innovation in a safety critical domain like ATM, and (ii) a case study strategy trough which they can be investigated.

It must be noted that the reported framework has resulted from the integration of the findings of two case studies focused on the same alarm system. Intentionally, this approach first supported replication: upon uncovering significant findings from a first, tentative, and constrained study, the same
approach could be replicated in a more demanding context. Second, this approach favored depth of the inquiry—a necessary objective in exploratory research on social phenomena [44]—over generalizability of findings. This seemed a necessary and acceptable trade-off as a means to investigate organizational drift into failure. In fact such a phenomenon requires a thorough understanding of history and context in order to make sense of a complex and multileveled organizational reality, and explain how past events and conditions located at different organizational levels and occurring at different points in time are linked to present failures.

One implication from our methodological approach is that at this stage it is not possible to state if and to which extent the same organizational-systemic dynamics might threaten the introduction and operation of other automated systems in the ATM and other domains. For this reasons, the next stage of the work will consist in bringing our framework back to the field to corroborate it with alarm and automation experts, possibly through a survey, and assess its relevance also in contexts other than alarm systems. Also, it must be noted that the kind of criticalities identified in this study do not belong to the kind of issues human factors and safety specialists usually have agency over. Conditions such as structure of safety debates, path to alarm capability building, ANSP software vendor collaboration, and managerial assumptions driving adoption do not translate into practical, specialist level, engineering or HMI guidance. Rather, they appear to pertain more to managerial and administrative spheres of interventions.

So, we are interested on exposing the categories of our framework to managers of automation programs to explore ways in which they could translate into pragmatic, managerial level, safety improvements. At the moment, we expect the framework to inform safety nets and automation program managers about organizational and programmatic sources of risks that might threaten alarm development programs. In particular, the corroborated framework of organizational-systemic precursors is expected to have the potential to enhance the ATM concept lifecycle model (CLM)—as envisaged under the European Operational Concept Validation Methodology (E-OCVM)—by coupling it with the sources of organizational and programmatic risks affecting the Industrialization (V4), Deployment (V5), and Operation (V6) Phases. This is a useful enhancement, as E-OCVM today covers mainly the upstream phases of the CLM, i.e. Scope (V1), Feasibility (V2), Pre-Industrial Development and Integration (V3) [57].
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