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Abstract
In this deliverable, we incorporate recommendations received from stakeholders, airspace users in particular. Namely, we update the COCTA model, in line with refined COCTA concept of capacity and demand management. In the refined concept airlines will be able to define their preferred trajectories and the flexibility required for each flight, as well as to decide on the final trajectory. We analyse and evaluate the effects on network performance.
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1 Introduction

In this deliverable, we incorporate recommendations received from stakeholders, Aircraft Operators (AOs) in particular. To increase the acceptance by AOs, it was suggested that a new trajectory product - Premium Trajectory (PT) – shall be introduced, in addition to the two trajectory products already defined in previous COCTA deliverables: Purchase Specific Trajectory (PST) and Flexibly Assigned Trajectory (FAT). For the sake of simplicity, we rename PST as Standard Trajectory (ST) and FAT as Discounted Trajectory (DT).

Both ST and DT are structurally the same: an AO that purchases either of them will acquire the right to fly a specific origin-destination combination for a specified charge, but the network manager (NM) retains the right to decide shortly prior to the departure day which trajectory exactly will be flown (within agreed margins). The only difference is that the margins (spatial or temporal) for DT are wider than for ST, and hence DT will be offered at a discount. PT, however, has a quite different structure. Since it is now the AO who has the right to decide on a trajectory shortly prior to departure, it introduces a higher level of uncertainty on the capacity side. The NM has to account for this additional source of uncertainty in the capacity management (ordering) process at the strategic level.

The added levels of uncertainty are to be addressed by creating a larger number of traffic scenarios, for each of which we would need to solve the capacity ordering problem. Similar to our approach in the deliverable D5.3 (COCTA consortium, 2018), this would then give us a set of sector opening schemes (one for each scenario) from which one then can infer the capacity ordering decision. Essentially, the more uncertainty in the problem, the more scenarios should be considered. However, the existing approach used in the D5.3 relies on a heuristic that is too slow to be used to solve the capacity ordering problem for such a large number of different traffic scenarios. Therefore, we propose a new approximation to this problem that relies on machine learning ideas. It allows to separate the traffic assignment decisions from the sector opening scheme decisions, and thereby makes it possible to (approximately) solve the problem for many scenarios in very little time. The algorithm requires training (learning) which takes a long time, but only needs to be done once. We elaborate further on this in Section 3.

From the strategic to pre-tactical level, i.e. in the trajectory booking horizon, the NM defines prices for all three products. The price of ST forms the base airport-pair charge, chosen in a way so as to recover overall expected capacity provision cost. The product DT is discounted relative to ST to reflect the greater uncertainty and cost to the AO of potential imposed delay or re-routing. Conversely, PT is a superior product and as such will need to be charged at a premium relative to ST. Overall, the aim is to balance discounts and surcharges so that overall capacity provision costs are (just) met.

In Section 2, we summarize the proposed changes in the ATM value chain and introduce a new trajectory product. We define a new mathematical method in Section 3 to solve the strategic...
capacity ordering problem, followed by the description of research-experiment design. A preliminary discussion is presented in Section 6.
2 A new Premium Trajectory product

The COCTA mechanism combines capacity and demand management actions to optimise network performance. Within the COCTA framework, the mechanism is primarily designed for strategic (6 months in advance) and pre-tactical stages (7 days in advance), while the tactical stage is considered to a certain extent only. In addition, we also discuss long-term (5 years) capacity planning and ordering and in this section, we provide a brief overview of the process as a whole.

The NM carries out capacity management at the network level. Due to relatively long lead times related to the capacity planning and provision process (Tobaruela et al., 2013), the COCTA network capacity planning and management process spans over a 5-year horizon. Similar to the current practice, we assume that the NM and ANSPs agree on capacity profile which needs to be delivered on an annual level over the long term (5 years), with the difference that this agreement is based on contracts in the COCTA concept. This capacity profile is based on long term traffic forecasts and serves as a foundation for ANSP’s decisions affecting capacity (e.g. staff training and technical equipment).

When AOs publish schedules, around six months in advance of a schedule season, the NM has more precise information on O&D pairs and respective times of operations. Based on information of scheduled traffic and accounting for a portion of non-scheduled demand - which is associated with a higher level of uncertainty in terms of O&D pairs, times of operations and overall traffic levels - the NM defines capacity orders within the capacity profile sketched above. Therefore, about six months in advance, the NM refines and makes a more precise capacity order from the ANSPs, aligned with the long-term order. The NM asks for capacity from ANSPs, which is measured using sector-hours. Depending on assumed flexibility of capacity provision in terms of ANSPs’ staffing practices, i.e. how much in advance ATCOs rostering is defined, the NM can define its initial order as a sector-opening scheme (less flexible) or as a total sector-hours to be delivered on that day, including maximum number of sectors to be open and duration at maximum configuration (more flexible). The capacity management process continues after this decision, with options to slightly adjust the initial capacity order, in line with flight intentions information received/updated subsequently, again, depending on the assumed flexibility of capacity provision.

In the redesigned ATM value-chain, we also foresee a novel approach to demand management, which becomes trajectory (product) management. The trajectory management process (lifecycle) starts at strategic level and spans until a flight has been executed.

At strategic level, the NM demand management is used primarily to establish a cost-efficient balance between demand and capacity. Namely, the NM evaluates if it is more cost-efficient to delay or re-route flights in certain parts of the network, instead of asking ANSPs to provide more capacity. Moreover, in some parts of the network and during certain periods (peak hours), demand profile might be such that even maximum (structural) capacity might not be sufficient to accommodate
anticipated demand without delays (or re-routings). Therefore, using available information on flight intentions (scheduled carriers) and anticipated/forecasted level and spatio-temporal distribution of non-scheduled flights (e.g. charters), the NM evaluates what is the scope of demand management actions, combined with capacity ordering (management), which minimises total cost to AOs. As a result from this analysis, the NM has information on capacity needed per ANSP and the scope of delays and re-routings of flights/flows in the network, which establishes a cost-efficient balance between anticipated demand and capacity ordered.

After the initial capacity order, the NM starts defining trajectory products to incentivise AOs’ route/trajectory choice to maintain, to the extent possible, the strategically established balance between demand and capacity, which minimises total cost to AOs. By defining and offering different trajectory products to AOs at differentiated prices, the NM aims to (re)distribute flights in a system optimum manner in the network.

For instance, ST is associated to the shortest route between two airports, including relatively narrow and pre-agreed spatio-temporal trajectory margins, necessary for trajectory fine tuning at a later stage (e.g. shortly before take-off). This product comes at a base charge and is tailored for flights/flows which are not using airspace which is likely to be congested, i.e. these flights will most likely not be subject to demand management actions. On the other hand, by choosing DT, an AO gets a lower charge compared to ST, but delegates the decision to the NM to delay or re-route its flight within pre-agreed margins (usually wider than those for ST). With PT, AOs have an option for last minute trajectory changes, either in space or time, within agreed margins; this option comes at a higher charge compared to the ST.

To sum up, the NM offers a range of trajectory products, at differentiated charges, to incentivise AOs’ trajectory/route choices to the extent possible, to achieve required network performance.

For more details on COCTA capacity and demand management actions and re-designed ATM value chain, reader is referred to (COCTA consortium, 2017a, 2017b).
3 A Surrogate-assisted Solution Algorithm for the COCTA strategic-ordering model

Sets:

\( O \) Set of origin-destination pairs
\( F \) The set of all flights
\( R_f \) The set of routes available to \( f \)
\( U \) Time horizon
\( A \) Set of airspaces
\( C^a, S^a \) Set of configurations and elementary sectors for airspace \( a \)
\( P^c \) Partition of elementary sectors corresponding to a configuration

Indices:

\( f \) Flights
\( od \) Origin and destination airports
\( u \) Time index
\( r \) Route
\( a \) Airspace
\( c, c' \) Airspace’s configuration
\( p \) Airspace sector (collapsed or elementary)

Parameters:

\( \gamma_a \) Variable cost of providing one sector-time unit for airspace \( a \)
\( K_p \) Maximum capacity of airspace portion \( p \)
\( \bar{h}_{ac} \) Number of sector-time units consumed by airspace \( a \) working in configuration \( c \)
\( d_r^f \) Displacement cost of route \( r \) for flight \( f \)
\( b_{frpu} \) Is equal to 1 if route \( r \) uses collapsed sector \( p \) at time \( u \), 0 otherwise
As highlighted in the introduction, the additional uncertainty introduced by the PT product calls for more scenarios to be evaluated in order to appropriately take uncertainty into account. Since the heuristic used so far is too slow to evaluate large numbers of sampled traffic scenarios, we developed another solution method for the COCTA strategic-ordering model (1-6) as defined in D5.3.

For the sake of convenience, let us state this problem here again:

The problem is formulated below as a linear binary programme:

\[
\begin{align*}
\min & \sum_{a \in A} y_a \sum_{u \in U} \sum_{c \in C} h_{ac} z_{acu} + \sum_{f \in F} \sum_{r \in R_{odf}} d_{rf} y_{rf} \\
\text{s.t.} & \sum_{r \in R_{odf}} y_{rf} = 1 \quad \forall f \in F \\
& \sum_{c \in C} z_{acu} = 1 \quad \forall a \in A, u \in U \\
& \sum_{f \in F} \sum_{r \in R_{odf}} b_{frpu} y_{rf} \leq K_{pu} z_{acu} + |F| \sum_{c \neq c'} z_{ac' u} \\
& z_{acu} \in \{0, 1\} \quad \forall a \in A, c \in C^a, u \in U \\
& y_{rf} \in \{0, 1\} \quad \forall f \in F, r \in R_{odf}
\end{align*}
\]

Note that we have two type of decisions: assignments of trajectories \(r\) to flights \(f\) via \(y_{rf}\), and sector opening scheme decisions \(z_{acu}\) over time. The problem becomes particularly challenging because these two decisions are linked via the constraints (4) that express the capacity limits. Breaking up this dependency led us to the new approach as motivated below.
3.1 Motivation

A surrogate-assisted algorithm is a solution approach that uses the actor-critic paradigm in the machine learning community to resolve large-scale optimisation problems. The solution algorithm is based on a generalised policy iteration framework that learns from the past trial results and uses that experience to improve the current solution. In the COCTA strategic-ordering model, we can divide the overall decision problems into two parts: master problem and sub-problem. The master problem is concerned with optimising traffic distribution in a network to minimise the displacement cost, i.e. cost of delays and re-routings, and cost of capacity provision.

Let \( Q: \{0,1\}^{|F| \times |R_{odf}|} \rightarrow R \) denote a projection from a trajectory-flight assignment vector \( \tilde{y} \) to a real value. The projection can be any surrogate function that returns the (approximate) cost of capacity provision (sector-opening scheme) for a given traffic distribution in the network. The master problem can be written as:

\[
\text{Master: } \min_{\tilde{y}} \sum_{f \in F} \sum_{r \in R_{odf}} d_r^f y_r^f + Q(\tilde{y}) \quad (A.1)
\]

s.t. \( \sum_{r \in R_{odf}} y_r^f = 1 \quad \forall f \in F \quad (A.2) \)

\( y_r^f \in \{0,1\} \quad \forall f \in F, r \in R_{odf} \quad (A.3) \)

As presented above, the master problem does not explicitly model the capacity limitations across the network; however, the assignment of a trajectory for each flight would influence the value of the surrogate function and thus capacity cost implications are indirectly captured. Note that we assume that all flights in \( F \) have got a set of trajectory options \( R_{odf} \) associated with them, and that we can decide on which one will be assigned to the flight. With the introduction of the new premium trajectory product PT, AOs decide on their trajectories. To incorporate this into our framework, we assume that certain flights (for instance, transatlantic and business aviation) have a preferred (single) trajectory associated with them which is beyond our control (i.e. the NM does not decide on this trajectory). In the model, this boils down to having only a single option in the set \( R_{odf} \) which would be randomly sampled using historic distributions to represent an educated guess as to what trajectory these flights might take. This reflects again that we require a large set of traffic scenarios (including which route these flights would take) to ensure that we have a good approximation of the overall traffic distribution.

Since the decision variable \( y_r^f \) is binary, the number of all possible feasible solutions is finite. Ideally, if we can obtain the surrogate function value of each potential solution (traffic distribution in the network), then we can find the best one associated with the minimum cost for the system as a whole. However, the number of potential solutions is usually very large in the network. To illustrate the complexity, let us consider the following example. If a network has 10,000 flights, each of which has 10 potential trajectories, then there are \( 10^{10,000} \) different possibilities to distribute this traffic in the network. One of them should be the best traffic distribution that will yield the minimum cost.
over the whole system. Obviously, the full enumeration search method that evaluates the surrogate function values of all potential solutions is computationally infeasible. Instead, we aim for an algorithm that can return a valid sector opening scheme to the COCTA strategic-ordering model, even if it is interrupted due to the limited computational time. We expect the solution algorithm to find better and better sector opening schemes the longer it keeps running.

We propose a method to approximate the surrogate function values by using parametric regression. The approximate surrogate function represents an approximation of the capacity cost function in dependence of traffic assignments. This allows us to pre-compute this approximation so as to quickly solve the strategic phase model for various simulated traffic patterns. In other words, we now can cover many more traffic samples than beforehand. This is the basic motivation of surrogate-assisted solution algorithm. In the following, we will discuss the approximation of the surrogate function.

3.2 Surrogate Function Approximation

In the simplest setting, we can take the assignment of flight trajectories as the explanatory term of our parametric regression model. Let \( M_{acu} \) be the penalty when the maximum network capacity cannot accommodate given traffic distribution \( y_r^f, \forall f \in F, r \in R_{od} \) and let \( x_{acu} \) represent additional necessary capacity in the partition \( p \) of configuration \( c \) of airspace \( a \) at the time period \( u \). This capacity increase can be thought of a means to assist the model to overcome infeasible solutions: solutions with capacity violations can be accepted, but at a high penalty cost expressed by \( M_{acu} \). The value of \( M_{acu} \) is assumed to be much larger than the value \( h_{ac} \), because we aim to force the model using the existing network capacity. Suppose that we are given a traffic distribution \( \tilde{y} = \{ y_r^f | \forall f \in F, r \in R_{od} \} \), its surrogate function value \( Q(\tilde{y}) \) is the optimal objective function value of the following decision problem:

\[
\begin{align*}
\text{Sub:} & \quad \min_{z_{acu}, x_{acu}} \sum_{a \in A} \sum_{u \in U} \sum_{c \in C^a} \left( h_{ac} z_{acu} + M_{acu} x_{acu} \right) \\
\text{s.t.} & \quad \sum_{c \in C^a} z_{acu} = 1 \\
& \quad \sum_{f \in F} \sum_{r \in R_f} b_{frpu} y_r^f \leq (K_p + x_{acu}) z_{acu} + |F| \sum_{c' \neq c} z_{ac'u} \\
& \quad z_{acu} \in \{0, 1\}, x_{acu} \in \{0, 1, 2, 3, \ldots\} \quad \forall a \in A, \\
& \quad c \in C^a, \quad p \in P^c, \quad u \in U \quad \forall a \in A, \\
& \quad c \in C^a, \quad u \in U \quad \forall a \in A.
\end{align*}
\]
Since the traffic distribution $y^f_r$ has been fixed, the subproblem is only related to finding a sector opening scheme $z_{a,c,u}$, which can be solved quickly. Let $\kappa$ denote the optimal objective function value of the above subproblem. The training sample can be written as a two-tuple $(\hat{y}, \kappa(\hat{y}))$.

If we can collect enough training samples, then we will obtain a good approximation of surrogate function to solve the COCTA strategic capacity ordering model. This allows a problem to be solved relatively quickly for a fixed set of flights, and also to quickly evaluate the consequences of different trajectory distribution in the network. However, one major shortcoming of using this approach is that we have to re-train the surrogate function if the underlying set of flights is changed since we have to re-train the parametric regression model (note that the input parameter $b_{frpu}$ of the sub-problem depends on the flights in the traffic scenario).

To overcome this shortcoming, we propose a group of so-called basis functions to construct an approximation of the surrogate function. The basis functions are intended to avoid the explicit dependency on the set of flights in the considered traffic scenario by capturing some basic problem features. Let $\phi_{a,c,p,u}$ denote a basis function that reflects the traffic flow in the partition $p$ of configuration $c$ of airspace $a$ at the time period $u$. We can transform the traffic distribution $y^f_r$ to the basis function $\phi_{a,c,p,u}$ as follows,

$$
\phi_{a,c,p,u} = \sum_{f \in F} \sum_{r \in R_f} b_{frpu} \cdot y^f_r, \forall a \in A, c \in C^a, p \in P^c, u \in U \tag{A.8}
$$

The basis function implicitly includes the flight distribution information and the input parameter $b_{frpu}$ of the sub-problem so that we achieve some aggregation when constructing parametric regression model. Accordingly, the data structure of training sample can be changed to

$$
(\{\phi_{a,c,p,u}|\forall a \in A, c \in C^a, p \in P^c, u \in U\}, \kappa(\phi)).
$$

In other words, we no longer try to establish a direct relationship between the traffic assignment $\hat{y}$ and the resulting capacity cost $\kappa(\hat{y})$, but instead seek to establish a relationship between traffic flows in specific partitions per unit of time and resulting capacity cost $\kappa(\phi)$. With this, we do not have to specify individual flights; instead, only the aggregated traffic entry counts in space and time are of interest.

The overall procedure is as follows: we first need to generate the training traffic sample and generate an approximation of the surrogate function $Q(\hat{\phi})$ (Algorithm 1 below). Then, as described in Algorithm 2, we use this approximation (denoted $\hat{Q}(\hat{\phi})$) to solve the Master problem for a given set of flights to obtain the trajectory assignment decisions for all flights, and finally we solve Sub for this assignment to obtain the sector configuration $\hat{z}$. 
Algorithm 1 Approximation of Surrogate Function

0. initialise iteration counter \( i \leftarrow 0 \)
1. \( \textbf{WHILE} \) \{maximum runtime has not yet been exceeded\}
   2. set \( i \leftarrow i + 1 \)
   3. randomly sample trajectory assignment for each flight using a given distribution over all available trajectories (given a discrete set of options for each flight) to obtain \( \tilde{y} \)
   4. solve \( \text{Sub} \) with assignment \( \tilde{y} \) as input to obtain the optimal objective function value \( \kappa^{\text{itr}} \) representing capacity (and potentially penalty) costs of this traffic configuration.
   5. calculate the basis function \( \phi_{a,c,p,u} \) as in (A.8) for all \( a \in A, c \in C^a, p \in P^c, u \in U \)
   6. save the training sample \( \{(\phi_{a,c,p,u} | a \in A, c \in C^a, p \in P^c, u \in U \}, \kappa^i\) \)
7. \( \textbf{END WHILE} \)

7. Obtain the parameters \( \hat{\beta} \) of a parametric linear regression model using the training samples so as to approximate the surrogate function \( Q(\vec{\phi}) \):
\[
Q(\vec{\phi}) \approx \tilde{Q}(\vec{\phi}) = \beta_0 + \sum_{a,c,p,u} \beta_{a,c,p,u} \phi_{a,c,p,u}.
\]

\textbf{Output:} approximated surrogate function \( \tilde{Q}(\vec{\phi}) \)

Algorithm 2 Solution of Master and Sub problem using Approximation of Surrogate Function

1) Solve the decision problem \( \text{Master} \) by using the approximate surrogate function \( \tilde{Q}(\vec{\phi}) \) and return the traffic configuration \( \tilde{y}^* \)
2) Solve the decision problem \( \text{Sub} \) by using the traffic configuration \( \tilde{y}^* \) and return the sector operation scheme \( \tilde{z}^* \)

\textbf{Outputs:} traffic distribution \( \tilde{y}^* \) and sector operation scheme \( \tilde{z}^* \) for the COCTA strategic-ordering model

This approach has been further refined in our paper Starita et al. (2018), attached in Appendix A. We do not reproduce the formulae here; instead, let us briefly outline the main changes between the above version and the one put forward in our working paper. The underpinning idea stays the same; however, we discovered that we can write both master and sub-problem in an equivalent but more efficient form. Both problems can be stated in a way such that their constraint matrices have a certain structure (called “totally unimodular”) that guarantees that we can relax the integer constraints on the decision variables whilst still obtaining an optimal integer solution. This has huge advantages on runtime since it is much more computationally expensive to solve discrete optimization problems than continuous ones.
3.3 Product choice behavior

In previous deliverables, we used a binary logit model that allows only two choice alternatives. With three options, we need to use something else, such as the multinomial logit. Assuming all three options (ST, PT, DT) are available, the purchase probability for DT is given by:

$$\text{Prob}_{DT}(\{ST, PT, DT\}) = \frac{\exp(\beta_0^{DT} + \beta_p \frac{P_{DT}}{P_{ST}})}{1 + \exp(\beta_0^{DT} + \beta_p \frac{P_{DT}}{P_{ST}}) + \exp(\beta_0^{PT} + \beta_p \frac{P_{PT}}{P_{ST}})}.$$  

Here, $\beta_0^{DT}$ and $\beta_0^{PT}$ can be regarded as the base utility of the DT and PT product, respectively. The price sensitivity is measured by $\beta_p$. Note that, as in previous deliverables, we measure utility not against the absolute prices, but against prices relative to the price of ST. This is because the AO needs to choose one product, since we assume that no AO would ever choose to cancel the flight because of charges, and this choice is made against the reference point of ST charges. The attractiveness of ST has been normalized to 1 as a reference point.

The purchase probability for PT looks similar and assuming all three options are available we calculate it as:

$$\text{Prob}_{PT}(\{ST, PT, DT\}) = \frac{\exp(\beta_0^{PT} + \beta_p \frac{P_{PT}}{P_{ST}})}{1 + \exp(\beta_0^{DT} + \beta_p \frac{P_{DT}}{P_{ST}}) + \exp(\beta_0^{PT} + \beta_p \frac{P_{PT}}{P_{ST}})}.$$  

The purchase probability for ST is defined by

$$\text{Prob}_{ST} = 1 - \text{Prob}_{DT} - \text{Prob}_{PT}.$$  

Note that this probability distribution is by definition well-defined, i.e. all probabilities are greater than or equal to zero, and $\text{Prob}_{DT} + \text{Prob}_{PT} + \text{Prob}_{ST} = 1$.

Purchase probabilities can similarly be defined using the same parameters when other combinations of products are offered, namely {ST,PT} and {ST,DT}. If just one option is offered, it will be chosen with probability 1 regardless of the price (assuming that the price is reasonable).

The parameters $\beta$ are pre-defined for certain AO segments. As before, we do not have any real data on such choices, hence we arbitrarily set the parameters in this model to reflect what we consider to be reasonable behaviour.

We define the segments in Table 1.

To better understand the assumed behaviour of these segments, assuming all three options are available, we visualized the choice probabilities in dependence of the price ratios in the following figures.

Table 1. AO segments: trajectory product choices

<table>
<thead>
<tr>
<th>AO segment name</th>
<th>Description of segments</th>
<th>Consideration trajectories set</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Segment</td>
<td>Description</td>
<td>AO preferences</td>
<td>Probabilities</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td><strong>Premium</strong></td>
<td>Transatlantic flights and business aviation jet engine a/c. We also include Military flights to this group.</td>
<td>Not needed – these AO will always choose PT</td>
<td>$(\beta_0^{PT}, \beta_0^{DT}, \beta_p)$</td>
</tr>
<tr>
<td><strong>Autonomy seekers</strong></td>
<td>AOs with preference for PT and aversion to assigned routes, yet more price sensitive than Premium. Flights include first and last rotation of Full Service Carrier flights, Business aviation with turbo-prop and piston engines.</td>
<td>(90,35, -55)</td>
<td></td>
</tr>
<tr>
<td><strong>Discount seekers</strong></td>
<td>Very price sensitive AOs with resulting preference for DT provided enough discount is given: Low Cost Carriers, Charters and Cargo.</td>
<td>(50,45, -50)</td>
<td></td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td>All flights that do not fit into the other segments; preference for ST.</td>
<td>(45,30, -40)</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Choice behaviour of Autonomy Seekers

Figure 2. Choice behaviour of Discount seekers

The opinions expressed herein reflect the author’s view only. Under no circumstances shall the SESAR Joint Undertaking be responsible for any use that may be made of the information contained herein.
Figure 3. Choice behaviour of Other
4 Numerical Experiments Design

4.1 Strategic phase

At this stage, we want to obtain:

- A decision on how much capacity (in terms of sector hours) to order from each ACC. This decision is derived from the sector opening scheme (SOS) expressed by the z variable in the mathematical model. The sector hours needed (capacity) are captured with variable $h_{it}$.
- Base charge, i.e. price for ST product.
- Information on which flights will likely need to be displaced beyond ST boundaries and thus should be offered DT.
- The price of the PT product.
- The price of the DT product.

At this stage, we essentially attempt to build a forecast consisting of large number of traffic scenario instances, and then we find the trajectory and capacity-side decisions that would minimize overall cost (using model (1-6)) for each scenario. A scenario includes all scheduled flights plus a random sample from the assumed distribution of non-scheduled flights, resulting in different traffic scenarios using the same sampling mechanism as in D5.3.

Each traffic scenario then consists of all scheduled flights plus the random sample of non-scheduled ones. We feed them into model (1-6) without any restrictions on the range of available trajectories that we can choose from; at this stage, we neither explicitly model any of the products, nor choice behaviour. Also, there is no overall capacity limitation except those given by the pre-defined potential airspace configurations. In other words, the $K_p$ is fixed for every p, but we are free to choose any configuration out of $C^A$.

In summary, the strategic phase experiment is similar to those in D5.3, except that now we have some segments of AOs which may choose the PT product. We assume that the NM offers AOs trajectory products as presented in Table 1. AOs choose from these options using the choice models defined above. We fix all of the non-scheduled flights in a traffic scenario to a sampled trajectory and exclude them from the NM’s decisions on delay and re-routing. Instead, the NM assesses the impact of this additional source of uncertainty to evaluate how much (more) capacity is needed to (cost-efficiently) manage demand. Output of this phase is a vector $\mathbf{h}$ of capacity budgets for all air spaces.

The perfect foresight approach gives us the ordering cost $\gamma^T \mathbf{h}$. This cost we aim to recover using ATM charges. Assuming that only ST are sold, we thus can set the ST price as $p^{ST} = \sum_{F \in F} (\gamma^T h)/|F|/|F|$, where $F$ is the set of all flight paths.
where $\mathcal{F}$ denotes the finite collection of flight scenarios in our forecast. This will serve as a reference price to define the prices of DT and PT. Since ST prices are set so as to cover the expected capacity cost $C$, total DT discounts should roughly equal total PT surcharges (all relative to ST). For the sake of simplicity, we ignore take-off weight in this analysis. Furthermore, we assume that trajectory charges do not change over time — therefore, we can solve this problem in a static fashion as opposed to simulate the booking horizon (and thus having to deal with re-optimizations based on realized demand).

Since AOs who choose the PT product are assumed to be less price sensitive, we assuming a certain willingness to pay (WTP) for them, and then setting the PT price equal to this max WTP (e.g. a pre-determined fixed amount that is independent of route and of OD pair, and which is relatively high relative to what a comparable scheduled flight of similar weight would pay). We express the PT price as a-priori fixed markup over the ST price: $p_f^{PT} = (1 + m^+)p_f^{ST}$. In our experiments, we set the price of PT to be 20% higher than the corresponding ST price.

This determines the expected budget of markups from non-scheduled traffic that we can spend on discounting selected scheduled traffic: let $N_{f,s}^{NS}$ be the number of non-scheduled flights in scenario $F$. Then the budget is $B := \sum_f m^+ p_f^{ST} N_{f,s}^{NS} / |\mathcal{F}|$; this is what we can use for DT discounts.

We only want to offer DT products to flights that we think we likely will need to move. To determine which flights these are, we estimate the probability $\delta_f$ of a scheduled(!) flight $f$ in $F$ being displaced outside ST margins by defining $\delta_f^F = 1$ if flight $f$ was assigned to route outside ST margins in solution for scenario $F$, then calculating $\delta_f = \sum_F \delta_f^F / |\mathcal{F}|$. Only scheduled flights with this probability exceeding a certain threshold (in our experiments we set the threshold to 60%) will be offered DT. Denote this set of scheduled flights $\Delta$.

DT discounts are no longer coupled to their associated cost savings because the cost benchmark from the strategic phase already incorporates flights to be displaced where and when necessary. Instead, we want to maximize the probability of AOs accepting DT offers for flight/flow that are likely to be displaced. We are only limited by the overall surcharge budget $B$ that we re-distribute towards DT.

On the one hand, we want to discount the price of DT as much as possible to maximize the chance that an AO actually chooses DT over alternative products. On the other, we cannot offer too much discount over the ST base charge because this would otherwise leave us with insufficient funds to cover capacity costs. To address this trade-off, we solve the problem below for the best markdown value $m^-$. We assume that the markdown can be at most 80% relative to the price of ST. The markdown needs to set so as to reduce the price as much as possible for all flights that we likely need to move, i.e. all $f$ in $\Delta$, with a higher weight on those flights that are more likely in need to be moved. We have budget $B$ to spend on awarding discounts, hence the markdown $m^-$ is set such that:

$$
\max \sum_{f \in \Delta} \delta_f \text{Prob}^{DT}_f (m^-) \\
\text{s. t.} \sum_{f \in \Delta} \text{Prob}^{DT}_f (m^-) m^- p^{ST}_f \leq B \\
0 \leq m^- \leq 0.8
$$
This concludes the strategic phase (phase 1 in the simulation). We have now the capacity budget and all prices.

### 4.2 Pre-tactical phase

For a given capacity ordering decision, the output of the strategic phase is now considered fixed.

In the pre-tactical phase (stage 2 in the simulation), we sample the traffic materialization $\hat{F}$ from the true traffic distribution. For each scheduled flight in that materialization, we sample the AO’s choice under the choice model as defined above given the prices. This defines the set of routes $R_f$ for all flights. All non-scheduled flights are assumed to choose PT only.

The resulting materialization of flights and product choices is fed into our optimization model (1-6) to determine the demand management measures, namely the sector opening scheme, re-routing and delay decisions (within the given margins prescribed by the set of trajectory options $R_f$). In this optimization, we add a dummy route for every flight with zero capacity requirements in all sectors but high penalty costs in the objective to ensure feasibility of a solution.

In the next section, we discuss the numerical results obtained by applying this approach to a medium-sized case study involving over a thousand flights.
5 Results and discussion

5.1 Case study

We test this approach on a case study involving Central European airspaces and over a thousand flights during a one-hour time period. Our main objective is to quantify the impact of allowing AOs to choose their own trajectories (i.e., the PT product). It is intuitive that this will have detrimental effects on overall cost performance, but it is unclear how severe these effects will be, and to what extent we can remedy the situation by targeted selling of DT products.

In this deliverable, we use the same case study as in our working paper Starita et al. (2018) – currently under review at Transportation Science – which is attached in the appendix. The main difference between the experiments in that paper and this deliverable is that the paper does neither feature the different trajectory product types, nor does it involve pricing decisions. Its focus is solely on the optimization procedure to make capacity budget decisions in the face of uncertainty over the materialization of non-scheduled flights.

![Figure 4: Snapshot of scheduled flights and airspaces in the simulation at a fixed point in time](image-url)
The selected region includes a large part of en-route airspace in Central and Western Europe, including 8 ANSPs and 15 ACCs/sector groups\(^1\) as depicted in Figure 4. The figure shows a snapshot of scheduled traffic at a particular point in time and illustrates the presence of different traffic densities. Based on historical usage of configurations in 2016, for each ACC or sector group, we select configurations with different numbers of sectors which were most frequently used: in total, we have 173 different configurations for the 15 ACCs/sector groups.

Delay and re-routing costs are obtained by drawing on (Cook and Tanner, 2015) and (EUROCONTROL, 2018). Delay costs are calculated per aircraft type and per duration of delay (non-linear with time). Re-routing costs include fuel costs, crew costs, passenger soft and passenger hard costs, as well as maintenance costs. Cost parameters for ANS provision are derived in the following way: based on information provided in the ATM Cost-Effectiveness Report 2017 (EUROCONTROL, 2017), we calculated average ATCO costs per sector-hour in 2015 for the different ANSPs (and in one case for an ACC). In the model, we treat those costs as variable costs. Although ATCO costs might be considered fixed costs in the short term, reducing the daily number of ATCO hours will reduce the total number of ATCOs needed for ANS provision, consequently reducing staff costs.

We use flight data of 9th September 2016, which was the busiest day in 2016 in European airspace. We select flights based on their last filed flight plans, which cross the selected airspace between 10 and 11 AM. In total, we have 910 scheduled flights that are considered fixed in our network in all scenarios. Out of all non-scheduled flights on that day, we select those that cross the selected airspace at any time (1,569 in total). Since we test the model for 10-11 AM period, we change their airspace entry times from the original flight plan to a time uniformly sampled over the selected period. Each traffic scenario is created by uniformly sampling a subset of 160 from this set of 1,569 flights and adding them to the set of scheduled flights. We create 100 traffic scenarios in this manner. Flights can be either delayed or re-routed (only one demand management measure per flight) to improve total cost-efficiency subject to hard capacity budget constraints. Delay options are discrete and the same for each flight, namely 5, 15, 30 or 45 minutes. Each flight has a number of alternative spatial routes as well, all generated using the NEST tool. Overall, the problem is modeled over a two-hours time horizon to account for flights being delayed beyond 11:00 AM. We chose this data to test our approach since the selected airspace covers a large part of the so-called ‘core area’ (e.g. MUAC and DFS) of the European airspace, as well as a part of airspace which is not as congested (Hungaro Control).

### 5.2 Results

We test three different capacity decision policies that are defined in full detail in the attached working paper Starita et al. (2018):

- **AV**: in the averaging policy, the capacity decision is obtained by averaging the capacity order decision \(h^F_\alpha\) for airspace \(\alpha\) and scenario \(F\) (that results from the foresight approach) across all scenarios.

\(^1\) For instance, the Maastricht Upper Area Control Centre (MUAC) is divided into three sector groups: Deco, Hannover and Brussels, each with its own sectorization and sector configurations.
- **Eps-5 / Eps-20**: In the risk-based policy, the capacity decision is obtained by setting $h$ such that the sample probability of encountering a flight scenario in which we had better planned for more capacity in at least one airspace is less than a given epsilon (set to either 5% or 20%), where the sample probability distribution of $h$ has been computed by the perfect foresight approach.

Each simulation consists of two stages, corresponding to the strategic and pre-tactical stages described in Section 4. In each simulation run, we start in stage 1 with obtaining the capacity budget $h$ using a given decision policy as well as prices for DT, ST and PT. In stage 2, we sample the actual traffic materialization and trajectory product choices of the AOs. This serves as an input to the optimization of demand management decisions, as well as the sector opening scheme subject to the available capacity budgets. We repeat the simulation 200 times and report average results.

To assess the effect of granting AOs who purchase the PT product the permission to decide themselves on their trajectory, we consider two scenarios. In the first, we assume that all flights that chose PT have a random trajectory assigned to them that is not under the influence of the NM. In the second scenario, we assume that the NM can still assign PT flights to all routes incorporated in the range of route options for ST. The latter scenario could represent the case of asking late-arriving trajectory requests to pay a surcharge whilst not granting them additional benefits over ST. In our simulation, all non-scheduled flights (that often would not be able to book a trajectory in advance) and only on average about 2% of scheduled flights select PT.

In Table 2, we see that the total cost (capacity cost plus displacement cost) is minimized for the most risk-averse policy Eps-20. Moreover, this policy also always procured sufficient capacity to accommodate all 1,070 flights. The displacement cost is three to four times the capacity cost depending on our decision policy, which suggests that substantial demand management measures are being applied to serve all flights within the given capacity limits (further discussion is presented in the next section).

<table>
<thead>
<tr>
<th>Policy</th>
<th>Capacity cost</th>
<th>Displacement cost</th>
<th>Total cost</th>
<th>Avg (#non-assigned flights)</th>
<th>#flights</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV</td>
<td>51,854</td>
<td>205,447</td>
<td>257,301</td>
<td>0.07</td>
<td>1,070</td>
</tr>
<tr>
<td>Eps-20</td>
<td>57,808</td>
<td>196,783</td>
<td>254,591</td>
<td>0.00</td>
<td>1,070</td>
</tr>
<tr>
<td>Eps-5</td>
<td>61,877</td>
<td>196,760</td>
<td>258,637</td>
<td>0</td>
<td>1,070</td>
</tr>
</tbody>
</table>

Now we compare this to the situation where the NM retains decision power over flight trajectory assignments (even for PT) in Table 3.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Capacity cost</th>
<th>Displacement cost</th>
<th>Total cost</th>
<th>Avg (#non-assigned flights)</th>
<th>#flights</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV</td>
<td>51,854</td>
<td>6,544</td>
<td>58,398</td>
<td>0.02</td>
<td>1,070</td>
</tr>
<tr>
<td>Eps-20</td>
<td>57,808</td>
<td>661</td>
<td>58,469</td>
<td>0.00</td>
<td>1,070</td>
</tr>
<tr>
<td>Eps-5</td>
<td>61,877</td>
<td>627</td>
<td>62,504</td>
<td>0.00</td>
<td>1,070</td>
</tr>
</tbody>
</table>
A huge difference can be observed: displacement costs are nearly non-existent for the risk-based policies! The capacity costs are exactly the same in both scenarios since they are not affected by our differing assumptions regarding PT. Therefore, the ability to retain the power to assign flights to trajectories from the ST range of options even for PT has a huge effect on displacement cost reduction. This is in line with our earlier findings in D5.3 that the COCTA mechanism has the potential to greatly reduce demand management-related costs.

The risk-based policy Eps-20 again performs best in that it produces the lowest cost (on par with AV) and accommodates all traffic within its ordered capacity. The discount under the given choice models was calculated in all scenarios to be 25% relative to the ST charge.

Cost recovery is roughly achieved: as reported in Table 4, the AV policy generates income slightly in excess of the capacity costs incurred, whereas the risk-based policies Eps-5 and Eps-20 both generate slightly less. Overall, costs and income are within a few percentage points of each other.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Total income</th>
<th>#DT</th>
<th>#ST</th>
<th>#PT</th>
<th>Income from DT</th>
<th>Income from ST</th>
<th>Income from PT</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV</td>
<td>53,049</td>
<td>444</td>
<td>444</td>
<td>182</td>
<td>17,763</td>
<td>23,653</td>
<td>11,634</td>
</tr>
<tr>
<td>Eps-20</td>
<td>55,856</td>
<td>444</td>
<td>444</td>
<td>182</td>
<td>18,702</td>
<td>24,904</td>
<td>12,249</td>
</tr>
<tr>
<td>Eps-5</td>
<td>58,881</td>
<td>444</td>
<td>444</td>
<td>182</td>
<td>19,716</td>
<td>26,253</td>
<td>12,913</td>
</tr>
</tbody>
</table>

The situation is nearly the same when PT flights are allowed to choose their own trajectory as shown in Table 5.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Total income</th>
<th>#DT</th>
<th>#ST</th>
<th>#PT</th>
<th>Income from DT</th>
<th>Income from ST</th>
<th>Income from PT</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV</td>
<td>53,044</td>
<td>445</td>
<td>443</td>
<td>182</td>
<td>17,783</td>
<td>23,619</td>
<td>11,642</td>
</tr>
<tr>
<td>Eps-20</td>
<td>55,850</td>
<td>445</td>
<td>443</td>
<td>182</td>
<td>18,724</td>
<td>24,868</td>
<td>12,258</td>
</tr>
<tr>
<td>Eps-5</td>
<td>58,876</td>
<td>445</td>
<td>443</td>
<td>182</td>
<td>19,738</td>
<td>26,215</td>
<td>12,922</td>
</tr>
</tbody>
</table>

5.3 Discussion

The main motivation of investigating the introduction of a premium trajectory product was that AO representatives at one of our stakeholder workshops suggested that this would be an attractive option for them which would help to increase the attractiveness of the COCTA concept as a whole to AOs. Intuitively, granting AOs more decision power is expected to lead to overall higher costs. In this study, we quantify this cost increase on the example of a case study using traffic data from Central and Western Europe.

We have worked on a relatively small case study because of time constraints; whilst the new solution approach that we propose in the attached paper Starita et al. (2018) is scalable (as demonstrated in that paper), running it over hundreds of simulations is still time-consuming. Nevertheless, even on
the scale of about a thousand flights we can clearly observe the effect of allowing greater flexibility to airspace users; in our context, allowing flights to choose their own trajectory with a premium trajectory product. To repeat for the purpose of clarification: in the COCTA context, all AOs choose their trajectory products in line with their business and operational needs, with associated margins for demand management and trajectory charge. The difference between the premium and other two trajectory products is in the final trajectory decision; AOs decide for the former and the NM for the latter two trajectory products (subject to a negotiation process with AOs).

The most notable effect is on displacement costs, which includes both delays and re-routings. Namely, allowing AOs to have additional flexibility to choose trajectories, which are “non-optimal” from the system’s perspective, but are “optimal” from the users’ perspective, leaves limited options for the NM to distribute (in space in time) other flights in the network. In other words, with capacity decisions fixed and without an option to (re)adjust it, offering premium trajectory (PT) products can be expected to lead to substantially higher displacement costs for other AOs. One should also note that the case study used to test the concept of premium trajectory has an extremely challenging demand profile for the capacity available. In a less challenging demand vs capacity circumstance, the displacement cost might be much lower (yet to be tested). Moreover, the additional displacement cost decreases with a declining share of AOs choosing the PT product. This share, however, can be influenced by the NM through the trajectory pricing mechanism. In other words, if the PT product becomes more expensive, fewer airlines will purchase it and therefore displacement costs for the entire system will be reduced.

To avoid very high displacement cost being imposed on airlines, there are several measures which could be taken:

1) *Ordering more capacity at the strategic stage.* In case where the COCTA concept/system has been operational for some time, the NM could account for potential (likely) PT purchases at the strategic level and order more capacity based on historical trajectory product choices. By doing so, the NM would ask for more capacity to be provided by ANSPs to ensure a (more) cost efficient operation. In our case study, we could use our choice model and assumptions to simulate potential future PT choices at strategic level and make capacity decisions based on many simulations.

Note also that the capacity planning is carried out assuming that nominal conditions apply, e.g. that capacity is delivered as planned, which is not always the case. Additional capacity, further increasing capacity cost, would likely be needed to account for potential disruptions which will occur on the day of operations.

2) *Re-adjusting capacity at pre-tactical or even tactical level.* In the COCTA experiments so far, we have experimented with different degrees of flexibility of capacity provision. In one case, we assumed that the NM asks for “capacity budget” at strategic level, i.e. total number of sector hours which each ANSP should deliver for a day of operations (and in a longer run). At pre-tactical level, with the updated information on demand, the NM decides on sector-opening scheme. In another case which we tested, the NM has to ask for a sector-opening scheme much more in advance (at strategic level), so that ANSPs could decide on their rostering timely, without the possibility to adjust this capacity level at pre-tactical stage, which is more realistic given the current ANSP practices. Although the capacity provision in this deliverable is already assumed to be *flexible*, we hypothesize that an ATM system with even more flexible capacity provision would further improve the overall cost efficiency.
Mobility of airspace and/or ATCOs, potentially cross-border, should unlock more potential from the COCTA concept, as the “spare/unused” capacity can be shifted in the network where and when needed in a coordinated (network-centric) manner.

Also, one should note that the NM estimates cost of delays and re-routings – “true” cost can only be estimated by AOs. AOs who opted for PT, either to prevent high potential cost of delay (business) or to save fuel and flying time (transatlantic flights), will have benefits that we cannot credibly estimate.

This solution where airlines can put “more weight” to certain flights is also supported by the User Driven Prioritization Process (UDPP) initiative. Also, a recent trial by Eurocontrol and SWISS airlines, in which SWISS could prioritise two (delayed) flights over others from the same airline in the first morning rotations (without affecting other airlines) showed some promising results.

In the end, these results should be observed in the light of the study design and information/data available. Namely, since the trajectory products still don’t exist, and there is no historical purchase/AO decisions data available to estimate an accurate choice model, we apply a fairly simple approach of AO decision making process (choosing trajectory products). A different choice model might have yielded somewhat different results. Therefore, in a future study one should carry out further analysis regarding trajectory choices and trajectory products definitions (margins and prices).

In the following, we list a few future research directions:

- It would be very useful to conduct a study of AOs’ preferences regarding our trajectory products (e.g. using conjoint analysis). These results could be used to inform a choice model that will help to gain a more realistic view of AOs’ choice behaviour. This should be fed into a more comprehensive simulation study to quantify the effects on the ATM system at a larger scale. Pricing could similarly be more realistic if one had information regarding maximum willingness to pay for the different trajectory products. This type of insight could be elicited in the same study with a sufficiently representative stakeholder group.

- The robustness of the COCTA approach should be tested against disruptions caused by weather or other factors. In our study, we assumed no disruptions; however, our modelling approach as described in the attached paper could be used to include such effects as well (we just would add corresponding disrupted scenarios to our set of scenarios).

- Multi-stage capacity ordering may further decrease costs; we have only considered a single ordering decision in our experiments.

- The costs effects should be simulated over an extended period of time.

- Flexible capacity provision such as cross-border provision should be linked to the COCTA concept.

---

6 Conclusions

We have presented the concept underpinning a new premium trajectory product and a new modelling approach that should be able to better handle uncertainty due to its much increased ability to work with large numbers of scenarios. A simple approach to modelling choice and setting prices for the trajectory products has been proposed, as well as a procedure for testing the COCTA concept under these new condition in a simulation study.

A major advantage of our proposed optimization method is that it works with any sample of traffic scenarios; in particular, we could use a version of it to test robustness of capacity ordering policies to disruptions in the availability of sectors (e.g. due to weather or military). We do not require a closed-form expression of the distribution of non-scheduled flights or other sources of uncertainty. The efficient formulation allows us to evaluate a large number of scenarios, which improves our ability to make good capacity (and pricing) decisions in advance of demand management decisions.

The numerical experiments indicate that even a moderate number of non-scheduled flights (around 15% of overall traffic) may lead to displacement costs of three to four times the capacity costs if these flights are allowed to choose their own trajectory. On the other hand, if the NM were to retain the decision power regarding trajectory assignment, displacement costs are negligible under our risk-based capacity ordering policy. This type of trajectory product was proposed by practitioners during the first of our stakeholder workshops. Based on our limited evaluation of the new trajectory product, we can conclude that within the context of the experiment, allowing AOs to prioritise some of their flights in the network, assuming given-unchanged initial capacity order, reduces cost-efficiency. However, unlike with the other two trajectory products, the COCTA concept with additional trajectory product has not yet been sufficiently evaluated to come up with any firm conclusions. This primarily includes the currently missing impact (feedback loop in the model testing process) on the capacity ordering decision of offering a new (“premium”) trajectory product. The incorporation of PT product earlier in the COCTA process and an analysis of effects on network performance in such a setting is one of the immediate areas for further investigation.
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Abstract

In air traffic management, a fundamental decision with large cost implications is the planning of future capacity provision. Here, capacity refers to the available man-hours of air traffic controllers to monitor traffic. Airspace can be partitioned in various ways into a collection of sectors, and each sector has a fixed maximum number of flights that may enter a sector within a given time period. Each sector also requires a fixed number of man-hours to be operated; we refer to them as sector-hours.

Capacity planning usually takes place a long time ahead of the day of operation to ensure that sufficiently many air traffic controllers are available to manage the flow of aircraft. However, at the time of planning there is considerable uncertainty regarding non-scheduled air traffic. Once the capacity decision has been made (in terms of committing to a budget of sector-hours per airspace to represent long-term staff scheduling), on the day of operation we can influence traffic by enforcing re-routing and tactical delays. Furthermore, we can modify which sectors to open at what time (the so-called sector opening scheme) subject to the fixed capacity budgets in each airspace. The fundamental trade-off is between reducing the capacity provision cost at the expense of potentially increasing displacement cost arising from re-routing or delays.
To tackle this, we propose a scalable decomposition approach that exploits the structure of the problem and can take traffic uncertainty into account by working with a large number of traffic scenarios. We propose several decision policies based on the resulting pool of solutions and test them numerically using real-world data.

1 Introduction

Air navigation service providers (ANSPs) are among the key stakeholders in providing safe and efficient air traffic operations. In Europe, there are nearly 40 agencies providing air navigation services to flights operated by airspace users within the boundaries of their respective (national) airspace. To a certain extent, the air navigation service provision is coordinated on a network level by the network manager [European Commission, 2011]. The European en-route airspace is further fragmented into about 70 Area Control Centres (ACC), which are operational units of ANSPs. Airspace of an ACC is divided into sectors, where each sector represents a volume of airspace managed by one or more air traffic controllers (ATCOs). In total, the European airspace is divided into more than 600 of so-called ‘elementary’ sectors, which can be assembled into larger units called ‘collapsed’ sectors. Any specific combination of elementary and/or collapsed sectors which cover the entire volume of airspace for an ACC is called sector configuration [Baumgartner, 2007].

ATCOs working in a single sector can safely provide air navigation services to a limited number of aircraft in a given period of time, and this number represents sector capacity [Baumgartner, 2007]. Usually, sector capacity is defined either as a maximum number of aircraft that can enter a sector within a period (so-called ‘entry counts’) or as a maximum number of aircraft that can be present in a sector within a period (‘occupancy counts’). Based on anticipated traffic in their airspace during a day of operations, ANSPs plan how many ATCOs need to be on their positions to safely manage flights, that is, how many sectors should be opened during the course of day. As a rule of thumb, the more sectors are open, for a longer period, the more capacity an ACC can provide [Eurocontrol, 2018a]. One measure of how much aggregated capacity an ACC has provided during the day is the number of sector-hours, i.e. how long sectors were open/active during the day.

Inadequate staffing (i.e. capacity planning decisions) may have significant cost implications. Providing insufficient capacity in certain airspace parts at certain times results in delays being imposed on airspace users and/or re-routing from shortest routes. The costs of en-route imposed delays in the European system were estimated to exceed EUR 900 million in 2017, with more than EUR 550 million associated with lack of air traffic control capacity and staffing [Eurocontrol, 2018a]. Re-routings likewise are undesirable since they result in additional fuel burn and other operating costs for airspace users, as well as in increased CO2 emissions [Eurocontrol, 2018a].

On the other hand, an overprovision of capacity also comes at a cost imposed on airspace users, owing to cost-recovery elements built into the European route charging scheme. User charges thus reflect the costs of capacity provision, which in Europe amounted to more than EUR 8 billion in 2016 [Eurocontrol, 2018a], averaging about EUR 520 per flight-hour.
controlled. Navigation charges (en-route plus terminal) constitute on average about 4.2% of total costs of legacy carriers [IATA, 2015], but this percentage can be as high as 15% for some low-fare carriers [RyanAir, 2018].

Capacity planning for a day of operations starts months in advance [Tobaruela, 2013]. One of the major challenges in this planning process is that there are several sources of uncertainty that often are only revealed shortly prior to or even on the day of operation. Tobaruela [2013] state that these include uncertainty related to the overall number of flights and their spatio-temporal distribution, the impact of adverse weather conditions or the unavailability of airspace due to military use restrictions (among others). They also stress that weather conditions are important, however, they are difficult to incorporate when planning capacity months in advance. The exact number of non-scheduled flights as well as where and when they fly is often only revealed on the day of departure or shortly before that. Therefore, it is important to account for the uncertainty stemming from non-scheduled traffic in capacity planning. In this work, we focus on this type of uncertainty in isolation (i.e. we assume no other sources of uncertainty such as weather; although our approach can also be extended to address these as we outline in the conclusions).

The aim of our work is to provide a methodology for planning capacity provision in the presence of uncertain non-scheduled flights. We assume that capacity budgets (in terms of sector-hours) for each airspace must be acquired before the uncertainty regarding non-scheduled flights is revealed. Once the latter information is available, we can only resort to demand management measures, namely re-routing or delaying flights, and to re-arranging the sector opening scheme within the given capacity budgets of each airspace, to ensure that all sectors operate within their capacity limits. This is fairly close to practice in that the full information on non-scheduled flights only becomes available on the day of operation, and the number of available air traffic controllers (and thus the capacity budgets) is essentially fixed at this point.

Our main contribution is to provide an efficient solution approach to this problem, which we model as a somewhat stylized two-stage news-vendor problem with the added difficulty of a cost function that is hard to evaluate. We propose various policies on making capacity decisions in stage 1 that attempt to anticipate the uncertain materializations of non-scheduled traffic in stage 2. The policies are based on solving a version of the problem that assumes full information on all flights is deterministic and known in stage 1; this version of the problem is then solved for many random scenarios using a scalable decomposition approach that separates decisions on re-routing and delay from decisions on airspace configurations. A particular advantage of this approach is that we can apply it to any distribution assumed to underpin the materialization of non-scheduled flights; in fact, even to distribution-free approaches, as long as we can somehow obtain a set of traffic scenarios. We demonstrate the effectiveness of this approach in a numerical study based on real flight data.

The paper is organized as follows: we review related literature in §2 and state the problem in §3. We discuss the solution approach in §4. The approach is tested numerically on data modeled from Central European airspaces and traffic patterns in §5. We draw conclusions in §6.
2 Literature Review

One of the primary research areas in airspace capacity (planning) research is determining sector capacity based on ATCOs’ workload, as this is a highly relevant practical issue [Majumdar et al., 2005]. Sector capacity (or ATCOs’ workload) is a critical decision involved in the airspace capacity planning process and has a large impact on demand management measures (delays, re-routings, cruise speed control, etc) implemented when traffic exceeds capacity. As a consequence, mathematical methods are often introduced to support this decision.

For instance, Sherali et al. [2003] define a mixed-integer programming model to decide on flights’ trajectories from a set of alternatives, subject to air traffic control workload, flight safety and airline equity constraints. The framework includes a probabilistic trajectory conflict analysis, the development of air traffic control workload metrics and the consideration of equity among airline carriers in absorbing costs related to demand management measures. In a following paper, Sherali et al. [2006] investigate how their model can be used in both tactical and strategic phases. Regarding strategic applications, authors propose air-traffic control policy evaluations (e.g., revising aircraft separation standards or analyzing the free-flight paradigm where aircraft are permitted to take wind-optimized routes), fixed alternative or dynamic airspace re-sectorization strategies and the construction of a priori plans to respond to various disruption scenarios, among others.

Another well-researched aspect of airspace capacity provision is dynamic airspace management (sectorization), i.e. frequently changing sector boundaries or re-organizing airways to adapt to traffic flows and optimize a criterion function; see Tien and Hoffman [2009], Flener and Pearson [2013], Venugopal et al. [2018]. However, various limitations to dynamic (sector) management exist as highlighted by Delgado et al. [2015]; for instance, the fact that ATCOs should have a two hours’ break per shift. Some ANSPs implement a strategic planning process approach with progressive refinement as more information becomes available, as opposed to a conservative (rigid) staff planning as described by Tobarnuela [2013].

Strategic capacity planning on a network level in the European context has not received much attention in the literature, in particular on the cost-efficiency thereof. Tobarnuela [2013] investigate how dynamic sector-opening times and a layered planning process can improve the center’s cost-efficiency. While the results indicate that the dynamic sector opening improves the ability of matching demand with the available resources, the authors do not account for traffic variability in their research. In a similar research problem, Josefsson et al. [2017] account for a portion of non-scheduled flights in planning which airports will be controlled from remote positions.

In contrast to previous research efforts, we propose strategic capacity planning at the network level. The aim is to make capacity ordering decisions, while minimizing the cost of capacity provision and cost of delaying and re-routing flights. Our approach is similar to the current practice [Eurocontrol, 2013], with two fundamental differences:

- capacity decisions are made by a central planner for all ANSPs in a fully coordinated
manner, taking into account the network as a whole (as opposed to the limited coordination in the current system), and

- the central planner anticipates the impact of re-routing and tactical delay decisions as a demand management measure at the time of making capacity decisions, rather than using re-routing merely to alleviate delays on the day of operations.

Our work is also related to papers dealing with the problem of assigning delays and of re-routing flights under capacity constraints of airports and/or sectors. Tolic et al. [1995] propose a linear model to minimize delay’s costs while deciding the assignments of both ground holds and routes. Same problem is tackled by Bertsimas and Patterson [1998]. They also focus on the complexity of the problem and provide practical extensions by considering dependence between arrival and departure capacities, hub and spoke systems, banks of flights and rerouting. Lulli and Odoni [2007] apply the problem to the European airspace, considering issues such as efficiency and equity. Corollari et al. [2010] introduce to the problem the concept of time windows as slots in which flights execute their actions. They propose a two stage model which firstly identifies the set of optimal (i.e., minimum cost) windows’ sizes and subsequently selects the optimal solution which grants the largest degree of flexibility to service providers and airports. Castelli et al. [2011] study the single constrained en-route sector problem incorporating the possibility for an airline to pay to reduce delays or obtain delay compensation. Lau et al. [2015] introduce a column generation based algorithm to tackle large-scale network slot allocation. In our work, we also incorporate decisions on assigning delay and re-routing, as well as decisions on the sector opening scheme. However, we consider this in the context of strategic capacity decisions, rather than making tactical demand management decisions. We do not consider the impact of airport congestion.

3 Problem Statement

We consider a central network manager with the mandate to make capacity and demand management (namely re-routing and delaying) decisions across various airspaces. The problem is posed as a somewhat stylized process over two stages: In the first stage, the network manager needs to plan how many sector-hours will be required for each airspace for a specific day in the future (in practice, this corresponds to the strategic planning phase). While we have information on all scheduled flights, non-scheduled flights are unknown at this point. In the second stage, uncertainty regarding non-scheduled flights is revealed (this corresponds to the day of operation). In the light of this information, the network manager needs to decide on re-routing or delaying flights, and on the sector opening scheme subject to the fixed capacity budget available to accommodate all flights. The objective is to minimize the sum of capacity provision cost and expected displacement cost stemming from demand management measures: note that both re-routing and delay incurs displacement costs. Structurally, the problem is related to the well-known newsvendor problem. In the following, we offer a rigorous definition of this problem.
Consider multiple airspaces $a \in A$, each with a finite number of possible sector configurations $c \in C^a$. For a given configuration $c$, we have a set of sectors $p \in P^c$ that form the elements of the configuration. Each of these sectors $p$ is either an elementary sector or consists of multiple elementary sectors merged together (referred to as a collapsed sector). Each sector $p$ has a fixed capacity of $K_p$ flights that may enter that sector within a given time period $u \in U$. The time periods in $U$ span the day of operation on a uniform grid with spacing chosen such that it is possible to change the configuration of an airspace from one time period to the next (say, 1 hour). Opening configuration $c$ in airspace $a$ for one time period requires $h_{ac}$ sector-hours.

Non-scheduled flights may appear in period 2, but they are unknown in period 1. We assume that we do not know the true distribution that governs the materialization of non-scheduled flights, however, we do have a uniform distribution over a finite collection of flight scenarios which we assume to approximate the true distribution. This collection is known in period 1; for instance, this could be defined as the collection of historic non-scheduled flights. We augment this collection by adding a fixed and known set of scheduled flights to every scenario of non-scheduled flights; the resulting collection of flight scenarios is denoted by $F$. In other words, every element $F \in F$ is a set of flights, and the elements only differ by the non-scheduled flights; the scheduled flights are the same in each of them. Note that traffic scenario $F$ relates only to the number of flights, their origins and destinations, planned departure time, and a set of trajectory options $R_f$ for every flight $f$ that represent different demand management measures of re-routing or delaying flight $f$, including the option for the shortest route without delay. The traffic scenario does not determine the trajectories. In the following, we write the expectation over scenarios $F$ in the understanding that uncertainty only pertains to non-scheduled flights. For a given flight $f$, route $r \in R_f$, time period $u \in U$ and a sector $p$, we define $y_{fur} \in \{0, 1\}$ to be equal to 1 if route $r$ uses sector $p$ at time $u$, and otherwise 0. Each of these route options $r \in R_f$ comes with an associated displacement cost $d_f$, that reflects the additional fuel cost and delay costs incurred relative to the shortest distance at no delay ($d_f$, for the latter is set to zero). As such, we incorporate not only cost to the air navigation service provider, but also costs to airspace users. The aim is to reduce overall costs.

We face a trade-off between achieving cost savings by decreasing capacity provision cost in stage 1, and increasing costs by potentially increased need for demand management measures depending on the realization of non-scheduled flights. In stage 1, we need to decide on how much capacity budget $h = (h_a)_{a \in A}$ in terms of sector-hours to acquire for the different airspaces (at unit cost $\gamma_a$ for each airspace $a$). In stage 2, we then decide on the sector opening scheme by setting $c_{uac} = 1$ if airspace $a$ gets configuration $c$ at time $u$, and 0 otherwise. This sector opening scheme is subject to the fixed capacity budget $h$.

Furthermore, we decide on demand management measures in stage 2: $y_{fur} = 1$ represents assigning flight $f$ to route $r \in R_f$, and 0 otherwise. We summarize the notation in Table 1.

The optimization problem that we tackle can be written as the minimization of expected displacement cost and capacity cost over all possible sets of flight scenarios $F$ by deciding
Table 1: Overview of notation.

Sets:

- $F$ Flight scenario including both scheduled and non-scheduled flights
- $\mathcal{F}$ Finite collection of flight scenarios
- $R_f$ Finite set of re-routing and delay options available to flight $f$
- $U$ Set of time periods covering the day of operation
- $A$ Set of airspaces
- $C^a$ Set of configurations for airspace $a$
- $\mathcal{P}^c$ Partition of sectors corresponding to a configuration $c$

Indices:

- $f$ Flights
- $u$ Time index
- $r$ Route option, fixed in both spatial and temporal terms
- $a$ Airspace
- $c$ Airspace’s configuration
- $p$ Airspace sector

Parameters:

- $\gamma = (\gamma_a)_{a \in A}$ Unit cost of one sector hour for airspace $a$
- $K_p$ Maximum capacity of airspace sector $p$
- $b = (b_a)_{a \in A}$ Budgets of available sector-hours for all airspaces $a \in A$
- $h_{ac}$ Number of sector-hours consumed by airspace $a$ working in configuration $c$ per unit $t$
- $d_r$ Displacement cost of route $r$ for flight $f$
- $b_{rpm} \in \{0, 1\}$ Indicates whether route $r$ uses sector $p$ at time $u$

Variables:

- $z_{acu} \in \{0, 1\}$ Indicates whether configuration $c$ is open in airspace $a$ in time period $u$
- $y_{fr} \in \{0, 1\}$ Indicates whether flight $f$ is assigned to route $r$
on the capacity budget $h$:

$$\min_{h \geq 0} \mathbb{E}[G(F|h)] + \gamma^T h,$$  \hspace{1cm} (3.1)$$

where $G(F|h)$ represents the minimum displacement cost to accommodate flight scenario $F$ under capacity budgets $h$. The superscript $T$ denotes the transpose of a vector. To ensure feasibility of $G(F|h)$, we add a dummy configuration $r_0$ that requires no capacity ($\bar{h}_{a_u} = 0$ for all $a$), is used by a dummy route $r_0 \in R_f$ for all flights $f \in F$, and its single sector $p \in P^c$ has capacity $K_p = |F|$. Using this dummy sector for one time period incurs a high penalty cost of $M$. With this construct, the displacement cost function $G(F|h)$ for a given flight scenario $F$ is defined by a deterministic integer program:

$$G(F|h) = \min_{y, z_u} \sum_{f \in F} \sum_{r \in R_f} d_{fr} y_{fr} + \sum_{a \in A, u \in U} M z_{a_u}$$

s.t. \hspace{1cm} $\sum_{f \in F} \sum_{r \in R_f} b_{fr} y_{fr} z_{a_u} \leq K_{p} \bar{h}_{a_u} \quad \forall a \in A, c \in C^a, p \in P^c, u \in U$  \hspace{1cm} (3.2)

$$\sum_{u \in U} \sum_{c \in C^a} \bar{h}_{a_u} z_{a_u} \leq \bar{h}_{a} \quad \forall a \in A$$  \hspace{1cm} (3.3)

$$\sum_{r \in R_f} y_{fr} = 1 \quad \forall f \in F$$  \hspace{1cm} (3.4)

$$\sum_{r \in R_f} z_{a_u} = 1 \quad \forall a \in A, u \in U$$  \hspace{1cm} (3.5)

$$z_{a_u} \in \{0, 1\} \quad \forall a \in A, c \in C^a, u \in U$$  \hspace{1cm} (3.6)

$$y_{fr} \in \{0, 1\} \quad \forall f \in F, r \in R_f.$$  \hspace{1cm} (3.7)

The objective of $G(F|h)$ is to minimize displacement and penalty costs, subject to (3.2): used capacity in a given sector and time period being less than maximum capacity; (3.3): total capacity usage not to exceed the capacity budget $h$; (3.4): every flight being assigned to exactly one trajectory; (3.5): every airspace $a$ having exactly one configuration at every time $u$; and binary constraints (3.6–3.7). Note that constraint (3.2) is non-linear; it could be linearized by introducing a significant number of new variables and constraints. Instead, to solve $G(F|h)$ directly, we propose to replace constraints (3.2) with:

$$\sum_{f \in F} \sum_{r \in R_f} b_{fr} y_{fr} \leq K_{p} \bar{h}_{a_u} + |F| \sum_{c \in C^a} z_{a_u} \quad \forall a \in A, c \in C^a, p \in P^c, u \in U.$$  \hspace{1cm} (3.8)

Constraints (3.8) have a loose linear programming relaxation but, at least for relatively small instances, they allow solution of $G(F|h)$ with commercial solvers like CPLEX as discussed in the numerical results section. We present $G(F|h)$ with the non-linear constraints (3.2) because we use them in our proposed decomposition approach.

In summary, (3.1) is a type of newsvendor problem that is difficult to solve even for moderately-sized instances due to the challenges in evaluating the expectation. We do not have a closed-form expression of the distribution that underpins the realizations of non-scheduled flights, and we need to solve a large binary program for every such realization to evaluate the costs in stage 2. We discuss our solution approach in the following section.
4 Approximation of the Stochastic Problem

The difficulty in solving this problem rests within the evaluation of the expectation in the
problem (3.1). We can approximate the expectation by sampling a large number of
non-scheduled flight scenarios, each of which we add to the set of known scheduled flights
to form the collection $F$ of all these sample scenarios. This requires us to solve $G(F|\mathbf{h})$
for a large number of flight scenarios $F \in \mathcal{F}$, which is challenging given the complexity of
$G(F|\mathbf{h})$. In the following, we propose two ways of tackling the problem (3.1).

4.1 Naïve Approach

Let us consider the properties of the newsvendor problem (3.1). The function $G(F|\mathbf{h})$ is
not generally convex in $\mathbf{h}$ due to the integer variables (see Geoffrion [1974]). In order to
obtain a convex lower bound on the optimal objective of (3.1), we can consider the linear
program relaxation of $G(F|\mathbf{h})$ with non-linear constraints (3.2) replaced with (3.8); we
denote this linear program by $\tilde{G}(F|\mathbf{h})$:

$$\min_{\mathbf{h} \geq 0} \mathbb{E}_F[G(F|\mathbf{h})] + \gamma^T \mathbf{h}$$
$$\approx \min_{\mathbf{h} \geq 0} \sum_{F \in \mathcal{F}} \frac{G(F|\mathbf{h})}{|F|} + \gamma^T \mathbf{h}$$
$$\geq \min_{\mathbf{h} \geq 0} \sum_{F \in \mathcal{F}} \frac{\tilde{G}(F|\mathbf{h})}{|F|} + \gamma^T \mathbf{h}. \quad (4.1)$$

The problem (4.1) is convex and the gradient with respect to $\mathbf{h}$ corresponds to the dual
vector of the capacity budget constraints (see Theorem 4.6 in Sierksma [2002]). Thus, it
can be solved e.g. by steepest descent, so starting from some initial $\mathbf{h}^0$, in iteration $k$ we
update

$$h_a^{k+1} = h_a^k - \alpha \left( \sum_{F \in \mathcal{F}} \frac{\pi_a^k}{|F|} + \gamma_a \right) \quad \forall a \in A, \quad (4.2)$$

where $\pi_a^k \leq 0$ is the dual value of the budget constraint (3.3) for airspace $a$ in $\tilde{G}(F|\mathbf{h}^k)$,
and $\alpha > 0$ is the step size. The dual value $\pi_a^k$ can be interpreted as the marginal reduction in
displacement cost when increasing the capacity budget. The algorithm terminates when either $\| \sum_{F \in \mathcal{F}} \frac{\pi_a^k}{|F|} + \gamma \| \leq \epsilon$ for a small $\epsilon < 0$, or when a certain maximum number of
iterations has been reached. Naturally, this approach suffers from ignoring the integer
constraints, and we demonstrate in the numerical results section in §5 that the resulting
policy is poor. We only include this approach to emphasize that the integer constraints
cannot be dropped.

4.2 Perfect Foresight Approach

We propose another approach under the assumption of perfect foresight, i.e. we assume to
have full knowledge of both scheduled and non-scheduled traffic $F$ at the time of deciding
on the budget $b$. In that case, we can decide on required capacity and demand actions simultaneously. Given a flight scenario $F$, the corresponding problem can be formulated as follows:

$$
G(F) = \min_{y, z} \sum_{a \in A} \sum_{c \in C^a} \sum_{w \in U} h_{acw} z_{acw} + \sum_{f \in F} \sum_{r \in R_f} d_{fr} y_{fr} 
$$

(4.3)

s.t. \( \sum_{f \in F} \sum_{r \in R_f} b_{fruw} y_{fr} z_{acu} \leq K_p z_{acu} \quad \forall a \in A, c \in C^a, p \in P^c, u \in U \)

(4.4)

\[
\sum_{f \in F} y_{fr} = 1 \quad \forall f \in F \\
\sum_{c \in C_a} z_{acu} = 1 \quad \forall a \in A, u \in U \\
z_{acu} \in \{0, 1\} \quad \forall a \in A, c \in C^a, u \in U \\
y_{fr} \in \{0, 1\} \quad \forall f \in F, r \in R_f
\]

Note that a solution to $G(F)$ gives the capacity budgets as $h := \sum_{c \in C^a} \sum_{u \in U} h_{acw} z_{acu}$. If we can solve $G(F)$ for many flight scenarios, then we can use the resulting sample distribution of capacity budgets to derive decision policies.

To that end, consider the structure of $G(F)$: the decisions $y$ and $z$ are only linked by the capacity constraints (4.4). We propose to decompose the problem into a master and a sub-problem according to variables $y$ and $z$ by assuming that we have a linear function $\hat{Q}(y)$ that reflects (approximately) the minimal capacity cost under fixed traffic assignment $y$.

We formulate the master problem as a linear program:

\[
\text{(Master)} \quad \min_{y} \sum_{f \in F} \sum_{r \in R_f} d_{fr} y_{fr} + \hat{Q}(y) \\
\text{s.t.} \quad \sum_{f \in F} y_{fr} = 1 \quad \forall f \in F \\
y_{fr} \in [0, 1] \quad \forall f \in F, r \in R_f
\]

(4.5)

The sub-problem minimizes capacity provision cost for a given flight assignment. To ensure the existence of a feasible solution given traffic assignment $y$, we introduce new parameters $k_{ac}^*$ that represent the capacity shortage in terms of the number of flights that exceed sector capacity limits in airspace $a$, configuration $c$ and time period $u$. We define $k_{ac}^* := \sum_{p \in P^c} (\sum_{f \in F} \sum_{r \in R_f} b_{fruw} - K_p^*)^+$, where $x^+ := \max\{x, 0\}$. A large penalty cost of $M$ is associated with these parameters to indicate violation of the capacity constraints to the master problem. The sub-problem can be written as the following linear program:

\[
\text{(Sub)} \quad Q(y) = \min \sum_{a \in A} \sum_{c \in C^a} \sum_{w \in U} (h_{acw} + M k_{acw}) z_{acw} \\
\text{s.t.} \quad \sum_{c \in C^a} z_{acu} = 1 \quad \forall a \in A, u \in U \\
z_{acu} \in [0, 1] \quad \forall a \in A, c \in C^a, u \in U
\]
Both master and sub-problem each have a very attractive feature, which is due to their constraint matrices being totally unimodular:

**Proposition 4.1.** The optimal solution of the linear program (Master) is integer. Also, the optimal solution of the linear program (Sub) is integer.

We still need a suitable linear function to approximate the capacity cost \( Q(y) \). Moreover, we would like to estimate a function that approximates \( Q(y) \) but does not directly depend on \( y \) in as far as we aim to use the same estimator for different traffic scenarios (including different number of flights). This would allow us to evaluate a large number of flight scenarios without having to re-estimate the cost function for each scenario.

To that end, we propose a group of so-called basis functions to construct an approximation of \( Q(y) \). The basis functions are intended to avoid the explicit dependency on the set of flights in the considered traffic scenario by capturing some basic problem features. Let \( \phi_{\text{apnu}} \) denote a basis function that reflects the traffic flow in the partition \( p \) of configuration \( c \) in airspace \( u \) at time period \( u \). We can transform the traffic assignment \( y \) into the basis function \( \phi_{\text{apnu}} \) as follows:

\[
\phi_{\text{apnu}}(y) = \sum_{F \in F} \sum_{c \in C_u} b_{\text{apnu}}(F, c) \quad \forall a \in A, c \in C_u, p \in P_u, u \in U. \tag{4.6}
\]

The idea is to approximate the cost function \( Q(y) \) with a function \( \tilde{Q}(\phi) \) that establishes a direct relationship between traffic flows \( \phi \) in specific partitions per unit of time and resulting capacity cost. With this, we do not have to specify individual flights; instead, only the aggregated traffic counts in space and time are of interest, which allows us to use the same function \( \tilde{Q}(\phi) \) for different traffic samples. We define \( \tilde{Q}(\phi) \) as a linear function with unknown coefficients \( \beta \) that need to be estimated:

\[
\tilde{Q}(\phi, \beta) = \beta_0 + \sum_{a,c,p,u} \beta_{\text{apnu}} \phi_{\text{apnu}}.
\]

The optimal vector \( \beta \) is the one that minimizes the expected squares of deviations from the optimal capacity cost \( Q(y^{*F}) \), where the expectation is taken over the distribution of flight scenarios \( F \), and \( y^{*F} \) is the optimal flight assignment under flight scenario \( F \):

\[
\min_{\beta} \frac{1}{2} \mathbb{E}_F \left[ \tilde{Q}(\phi(y^{*F}), \beta) - Q(y^{*F}) \right]^2. \tag{4.7}
\]

Since we do not have the optimal assignments \( y^{*F} \) yet, we propose an iterative approach: starting with an initial guess \( \beta^k \) (with iteration counter \( k = 0 \)), we solve the (Master) problem for all samples \( F \in F \) using \( \beta^k \). This produces a collection of flight-to-route assignment vectors \( y^{k,F} \). Next, we solve \( |F| \) (Sub) problems, one for each solution \( y^{k,F} \). This gives us a collection of cost/traffic flow pairs \( (Q(y^{k,F}), \phi(y^{k,F})) \). These can be used to update \( \beta^k \) with a stochastic gradient step on objective (4.7) with stepsize \( \alpha \), which are fed into the (Master) problem again, etc. The procedure terminates when \( \beta \) converges or a maximum number of iterations has been reached. We provide the details in Algorithm 1.
Algorithm 1: Perfect foresight approach to approximately solve $G(F)$ for $F \in F$

Initialize $\beta^0 = 0$, iteration counter $k = 0$, given traffic samples $F \in F$.

while do

- $y^{k,F} \leftarrow$ solution of (Master) using $\beta^k$ for all $F \in F$
- $(Q(y^{k,F}), \phi(y^{k,F}), z^{k,F}) \leftarrow$ solution of (Sub) using $y^{k,F}$ for all $F \in F$
- $\beta^{k+1} \leftarrow \beta^k - \alpha \sum_{F \in F} \left( Q(\phi(y^{k,F}), \beta^k) - Q(y^{k,F}) \right) \|F\|$
- $\beta^{k+1}_{\beta \neq \beta_\text{tmp}} \leftarrow \beta^k_{\beta \neq \beta_\text{tmp}} - \alpha \sum_{F \in F} \left( Q(\phi(y^{k,F}), \beta^k) - Q(y^{k,F}) \right) \phi_{\beta \neq \beta_\text{tmp}} \|F\|$, for all $a, c, p, u$

break if $||\beta^{k+1} - \beta^k|| < \epsilon$, or $k$ exceeds maximum iteration limit

$k \leftarrow k + 1$

end while

return collection of solutions $(y^{k,F}, z^{k,F})$ for all $F$

As an output of Algorithm 1, we obtain sector configurations $z^F$ for all flight scenarios $F$. For each scenario $F$, we can define the capacity budget for airspace $a$ as $h^F_a = \sum_{c \in C} \sum_{p \in P} h^F_{a, c, p}$. This resulting sample distribution of vectors $h$ over $F$ is used in §5.1 to define decision policies on how to choose the capacity budgets.

5 Numerical Experiments

We apply our proposed methodology to real-world data to get a sense of the speed with which we can reach decisions, and of their quality. The latter is measured in terms of costs incurred as well as in terms of allowing feasible assignments given the capacity budget. In this section, we first define several decision policies in §5.1, describe the simulation study and underpinning real-world data in §5.2, and report our results in §5.3.

5.1 Decision Policies

The ultimate objective of this work is to derive capacity ordering decisions $h^* = (h^*_a)_{a \in A}$ for the newsenior problem (3.1), and we test the following policies:

- NA: In the naive policy, the capacity decision is obtained directly via solving linear programming relaxation of the problem using the streetest decent method; the iterations are defined in (4.2). The step-size is set to $\alpha = 10^{-4}$.

- AV: In the averaging policy, the capacity decision is obtained by defining $h^*_a = \frac{1}{|F|} \sum_{F \in F} h^F_a$ for all $a \in A$, where $h^F$ is the perfect foresight solution for scenario $F$ with stepsize $\alpha = 10^{-5}$ (small due to scaling issues).

- $\epsilon = \delta$: In the risk-based policy, the capacity decision is obtained by setting $h^*$ such that the sample probability of encountering a flight scenario in which we had better planned for more capacity in at least one airspace is less than a given $\epsilon$, i.e.
Prob(h ≠ h*) < ε, where the sample probability distribution of \( h \) has been computed by the perfect foresight approach over scenarios \( F \in \mathcal{F} \) with step-size \( \alpha = 10^{-9} \) (small due to scaling issues). The \( \epsilon \) policy is tested with \( \epsilon \in \{0.01, 0.05, 0.10, 0.20\} \). Setting \( \epsilon \) to large values such as 0.10 or 0.20 reflects an increasing willingness to accept the risk of making capacity decisions which could work poorly under a significant number of traffic scenarios. On the other extreme, setting \( \epsilon \) to smaller values such as 0.01 or 0.05 represents less risk and thus is more appropriate for risk-averse decision makers.

- **SA:** In the sampling policy, the capacity decision is obtained by sampling a \( h^* \) uniformly from the sample distribution of \( h \). The distribution is computed by the perfect foresight approach over scenarios \( F \in \mathcal{F} \) with step-size \( \alpha = 10^{-9} \) (small due to scaling issues).

### 5.2 Simulation Study

In order to numerically evaluate the performance of each decision policy, we conduct simulation studies of the two-stage planning problem (3.1). In each simulation run, we start in stage 1 with obtaining the capacity budget \( h \) using a given decision policy based on a sample of flight scenarios \( F \subseteq \mathcal{F} \), where \( \mathcal{F} \) is a finite set of flight scenarios consisting of all flight scenarios that one can encounter in stage 2. We model the true distribution of flight scenarios as being uniform over the finite set \( \mathcal{F} \). Each flight scenario in \( \mathcal{F} \) is constructed by adding a number of non-scheduled flights sampled from historic data to the same fixed set of scheduled flights.

We keep \( \mathcal{F} \) fixed across all simulations and all policies, i.e., the decision policies are all based on the same collection of traffic scenarios. To model the effect of imperfect forecasts of traffic distributions, we vary the collection of possible traffic materializations \( \mathcal{F} \) by adding more traffic scenarios \( F \notin \mathcal{F} \) to the collection \( \mathcal{F} \) of traffic scenarios. We emphasize that the number of sampled flights initially stays the same (so we assume that we know in stage 1 how many non-scheduled flights will appear in stage 2), but we do not know when and where they appear; we also experiment with the impact of increasing the number of sampled non-scheduled flights. The assumption \( \mathcal{F} = \mathcal{F}' \) corresponds to having full knowledge in stage 1 of the true traffic distribution. When \( \mathcal{F} \subseteq \mathcal{F}' \), we only can exploit partial knowledge of the true traffic distribution, thus reflecting an increasingly poor forecast the larger the cardinality of \( \mathcal{F}' \) relative to that of \( \mathcal{F} \). We consider the cases of \( \mathcal{F} = \mathcal{F}' \) and \( \mathcal{F} \subseteq \mathcal{F}' \), where \( \mathcal{F} \) features 100 traffic scenarios and \( \mathcal{F}' \) has additional 300 scenarios that are not contained in \( \mathcal{F} \).

Given the decision \( h \) from stage 1, we assess in stage 2 the optimal displacement cost \( G(\hat{F}|h) \). To do so, we use CPLEX to solve the binary program \( G(\hat{F}|h) \) with capacity constraints (3.2) replaced with (3.8). As a result, we obtain the total cost incurred, whether \( G(\hat{F}|h) \) was feasible, and if not, how many flights violated capacity constraints at any period of time. This cost evaluation in every simulation is fairly time-consuming, which limits the volume of flights that we can investigate in a simulation. We run the simulation for 200 times to measure the average performance in terms of displacement costs, capacity
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consequently reducing staff costs.

We use flight data of 9th September 2016, which was the busiest day in 2016 in European airspace. We select flights based on their last filed flight plans, which cross the selected airspace between 10 and 11 AM. In total, we have 910 scheduled flights that are considered fixed in our network in all scenarios. Out of all non-scheduled flights on that day, we select those that cross the selected airspace at any time (1,569 in total). Since we test the model for 10-11 AM period, we change their airspace entry times from the original flight plan to a time uniformly sampled over the selected period. Each traffic scenario is created by uniformly sampling a subset of 160 from this set of 1,569 flights and adding them to the set of scheduled flights. We create 100 traffic scenarios, stored in $\mathcal{F}$, in this manner. Flights can be either delayed or re-routed (only one demand management measure per flight) to improve total cost-efficiency subject to hard capacity budget constraints. Delay options are discrete and the same for each flight, namely 5, 15, 30 or 45 minutes. Each flight has a number of alternative spatial routes as well, all generated using the NEST tool. Overall, the problem is modeled over a two-hours time horizon to account for flights being delayed beyond 11:00 AM.

We chose this data to test our approach since the selected airspace covers a large part of the so-called "core area" (e.g. MUAC and DFS) of the European airspace, as well as a part of airspace which is not as congested (Hungaro Control). To ensure reproducibility of our work and to allow others to conduct benchmark studies against our approach, all data and open source code underpinning the numerical results reported in the paper will be published in the public domain.

5.3 Results and Discussion

The simulation study provides us with some insight on how the policies are working. Algorithms are implemented using C++ and Visual Studio IDE. Libraries provided by the commercial solver CPLEX are used to solve the optimization models. Tests are run on a Windows 8 PC, with 8GB of RAM and AMD Ryzen 7-1700 processor.

Tables 2 and 3 report the average performances of the policies obtained by simulation scenarios under the assumption that we know in stage 1 how many non-scheduled flights will appear, but not when and where. The two tables differ in the level of uncertainty regarding potential flight scenarios: Table 2 shows the results when $\mathcal{F}^0 = \mathcal{F}$, whereas Table 3 contains the results for $\mathcal{F}^1 \supsetneq \mathcal{F}$, meaning that the flight materializations for the latter are drawn from a wider set of traffic scenarios containing 300 scenarios in addition to those in $\mathcal{F}$. The average share of flights that cannot be assigned to any non-humay route is also shown, providing insights on infeasibility of a given policy.

As expected, policy XA results in significantly lower sector-hour budgets than other policies but incurs dramatic displacement costs. This is a consequence of the binary variables relaxation underlying this policy since allowing partial flight to routes assignments leads to fewer resources needed to satisfy the capacity constraints. All other policies show consistent behavior across the different simulation scenarios with policy AV overall doing best. However, we also notice that uncertainty on the time and location of non-scheduled
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<table>
<thead>
<tr>
<th>Capacity Policy</th>
<th>Displacement cost</th>
<th>Total cost</th>
<th>Flights not assigned (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>29,032</td>
<td>754,855</td>
<td>783,887</td>
</tr>
<tr>
<td>AV</td>
<td>51,854</td>
<td>2,708</td>
<td>54,562</td>
</tr>
<tr>
<td>$\epsilon = 20%$</td>
<td>57,808</td>
<td>404</td>
<td>58,212</td>
</tr>
<tr>
<td>$\epsilon = 10%$</td>
<td>61,107</td>
<td>370</td>
<td>61,477</td>
</tr>
<tr>
<td>$\epsilon = 5%$</td>
<td>61,877</td>
<td>392</td>
<td>62,269</td>
</tr>
<tr>
<td>$\epsilon = 1%$</td>
<td>64,665</td>
<td>360</td>
<td>65,025</td>
</tr>
<tr>
<td>SA</td>
<td>58,669</td>
<td>384</td>
<td>59,053</td>
</tr>
</tbody>
</table>

Table 2: Simulation results under full knowledge of non-scheduled flight distribution. Exactly the expected number of non-scheduled flights materialize, sampled from $\mathcal{F}_0 \equiv \mathcal{F}$.

<table>
<thead>
<tr>
<th>Capacity Policy</th>
<th>Displacement cost</th>
<th>Total cost</th>
<th>Flights not assigned (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>29,032</td>
<td>360,948</td>
<td>589,980</td>
</tr>
<tr>
<td>AV</td>
<td>51,854</td>
<td>2757</td>
<td>54,591</td>
</tr>
<tr>
<td>$\epsilon = 20%$</td>
<td>57,808</td>
<td>417</td>
<td>58,225</td>
</tr>
<tr>
<td>$\epsilon = 10%$</td>
<td>61,107</td>
<td>404</td>
<td>61,511</td>
</tr>
<tr>
<td>$\epsilon = 5%$</td>
<td>61,877</td>
<td>393</td>
<td>62,270</td>
</tr>
<tr>
<td>$\epsilon = 1%$</td>
<td>64,665</td>
<td>370</td>
<td>65,035</td>
</tr>
<tr>
<td>SA</td>
<td>58,669</td>
<td>382</td>
<td>59,051</td>
</tr>
</tbody>
</table>

Table 3: Simulation results under low uncertainty. Exactly the expected number of non-scheduled flights materialize, sampled from $\mathcal{F}_1 \supseteq \mathcal{F}$.
Figure 2: Snapshot of non-scheduled flights at a fixed point in time. This snapshot shows non-scheduled traffic under the low uncertainty scenario, i.e. only 160 flights.

flights does not have a significant impact on the results. This uncertainty is absorbed with the existing capacity or by demand measures. This is not too surprising when we consider a snapshot of the non-scheduled traffic shown in Figure 2: due to the relatively low volume of flights, the non-scheduled traffic is fairly widely distributed so that its impact on individual sectors is minimal.

However, if we additional increase uncertainty over the number of non-scheduled flights, results change significantly as can be seen in Table 4. Specifically, we test the policies assuming that the number of non-scheduled flights materializing is twice the one assumed in the traffic scenarios during the policy building stage. This results in a total of 1,300 flights, 30% of which are non-scheduled.

Table 4: Simulation results under high uncertainty. Twice the expected number of non-scheduled flights materialize, sampled from wider collection $\mathcal{F}' \supseteq \mathcal{F}$.

<table>
<thead>
<tr>
<th>Capacity Policy</th>
<th>Displacement cost</th>
<th>Total cost</th>
<th>Flights not assigned (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>29,032</td>
<td>1,078,160</td>
<td>1,644,242</td>
</tr>
<tr>
<td>$AV$</td>
<td>51,854</td>
<td>15,894</td>
<td>67,748</td>
</tr>
<tr>
<td>$\epsilon = 20%$</td>
<td>57,808</td>
<td>3,969</td>
<td>61,768</td>
</tr>
<tr>
<td>$\epsilon = 10%$</td>
<td>61,107</td>
<td>3,412</td>
<td>64,519</td>
</tr>
<tr>
<td>$\epsilon = 5%$</td>
<td>61,877</td>
<td>3,408</td>
<td>65,285</td>
</tr>
<tr>
<td>$\epsilon = 1%$</td>
<td>64,665</td>
<td>3,888</td>
<td>67,553</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>58,669</td>
<td>3,432</td>
<td>62,101</td>
</tr>
</tbody>
</table>

The added uncertainty in traffic volume in the network has a clear impact on displacement costs, which increase by one order of magnitude across all policies. The perhaps
most interesting result is that $\epsilon = 20\%$ yields the lowest total cost; this intuitively makes sense since the $\epsilon$ policies are hedging against the risk of underprovision so that with higher levels of uncertainty, we overall perform better. Also, policy AV now performs worse than all the other policies (NA excluded). This is because $\epsilon$ policies result in higher capacity orderings, giving them more room to accommodate the additional traffic. In summary, under high uncertainty on the number of non-scheduled flights to appear we may want to use the risk-based $\epsilon$ policies. If the number of non-scheduled flights tends to be fairly stable, we may be best off with the averaging policy since, at least in our case study, uncertainty in the temporal and spatial aspect of these flights can be absorbed with the AV capacity budgets and demand management measures. The sampling policy SA was dominated by other policies in all scenarios.

In Table 5 we compare the computing time of solving $G(F)$ for a given traffic scenario with CPLEX versus using the perfect foresight ($PF$) algorithm 1. The first column shows the number of flights in $F$ and the second reports the computing time required by CPLEX to solve $G(F)$ to optimality. A single traffic scenario $F$ is sampled from $\mathcal{F}$ and used to test the runtime of CPLEX. Finally, the last column shows the average computing time used by Algorithm 1 per flight scenario (this can vary somewhat depending on how quick the cost function parameters converge in the various scenarios).

Table 5: Average computational times to solve an instance $G(F)$. Note that the times for the perfect foresight approach are averaged over the samples $F \in \mathcal{F}$.

<table>
<thead>
<tr>
<th>Number of flights</th>
<th>CPLEX time (s)</th>
<th>Average PF time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>532</td>
<td>9.1</td>
</tr>
<tr>
<td>1,100</td>
<td>1,678</td>
<td>7.0</td>
</tr>
<tr>
<td>1,200</td>
<td>3,938</td>
<td>27.0</td>
</tr>
<tr>
<td>1,300</td>
<td>8,508</td>
<td>27.8</td>
</tr>
<tr>
<td>1,400</td>
<td>n.a.</td>
<td>25.7</td>
</tr>
</tbody>
</table>

Solving the problem for just one traffic scenario becomes rapidly impossible with CPLEX as the number of flights increases. As for the 1,400 flights case, the solver stopped after failing to find the optimal solution within 250 minutes. This illustrates that a direct solution approach is not scalable, as opposed to proposed decomposition approach.

6 Conclusion

Capacity planning for air traffic navigation service provision is a challenging problem due to uncertain traffic and the volume of decisions to be taken on sector configurations, re-routing and delaying of flights. We propose a decomposition approach that can solve this problem in a manner that is scalable to real-life applications: it is already quite efficient since it only requires the solution of linear programs, but solution times could be further improved by solving the master problems in parallel across all flight scenarios (and likewise for the sub-problem) in every iteration. Once the algorithm has stopped, the resulting output
can be used to construct various capacity planning policies, including one that can reflect the risk attitude of the decision maker. The study has been evaluated on real data from Central European airspaces with over 1,000 flights.

We feel that one of the main advantages of the approach is that we can use it in conjunction with any non-scheduled traffic forecasting approach that can generate traffic scenario samples. This includes traffic predictions that are derived with distribution-free methods such as machine learning approaches. Moreover, it can be used to test for robustness against disruptions: the effects of having to close off a certain sector during a certain period of time in a certain traffic scenario could be embedded by pre-processing the set of trajectory options $R_f$ for each flight $f$ so as to remove all trajectories that would traverse this sector during the closure period. This may be of interest to increase robustness of the decision policy against the effects of random weather events or closures due to exclusive use by military aircraft on capacity planning.

A limitation of this work is the assumption that capacity planning can be reduced to deciding on the number of sector-hours required for each airspace. In practice, it may not always be straight-forward to link such a budget decision to concrete staff rosters. Furthermore, it could be beneficial to also consider airport congestion and propagated delay in the network. A practical complication with including propagated delay is that real data may not permit to easily deduce which two flights are operated by the same aircraft. In future research, it would be interesting to investigate how such constraints could be taken into account.
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Appendix: ACCs and Sectors in the Simulation

<table>
<thead>
<tr>
<th>Country</th>
<th>ANSP</th>
<th>ACC/cluster(s)</th>
<th>ACC/cluster Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td>DFS</td>
<td>EDUUUTAC</td>
<td>Karlsruhe UAC Central</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EDUUUTAE</td>
<td>Karlsruhe UAC East</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EDUUUTAS</td>
<td>Karlsruhe UAC South</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EDUUUTAW</td>
<td>Karlsruhe UAC West</td>
</tr>
<tr>
<td>Germany, Belgium, Netherlands</td>
<td>MUAC</td>
<td>EDYYBUTA</td>
<td>MUAC Brussels Sectors</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EDYYDUTA</td>
<td>MUAC Deco Sectors</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EDYYHUTA</td>
<td>MUAC Hannover Sectors</td>
</tr>
<tr>
<td>Switzerland</td>
<td>Sky Guide</td>
<td>LSAAGUTA</td>
<td>Genève ACC Upper FL 245-9</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>ANS</td>
<td>LKAACTA</td>
<td>Praha CTA 065/125-305</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LKAUTA</td>
<td>Praha UTA FL 285-990</td>
</tr>
<tr>
<td>Slovakia</td>
<td>LPS</td>
<td>LZIRBCTA</td>
<td>Bratislava ACC</td>
</tr>
<tr>
<td>Austria</td>
<td>Austro Control</td>
<td>LOVVCTA</td>
<td>Wien ACC</td>
</tr>
<tr>
<td>Hungary</td>
<td>Hungaro Control</td>
<td>LHCCCTA</td>
<td>Budapest ACC</td>
</tr>
<tr>
<td>Poland</td>
<td>PANSAC</td>
<td>EPWWCTA</td>
<td>Warszawa ACC</td>
</tr>
</tbody>
</table>
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Table 7: Number of elementary and collapsed sectors used in the simulation

<table>
<thead>
<tr>
<th>Area Control Centre/Cluster</th>
<th>Elementary sectors</th>
<th>Collapsed sectors</th>
<th>Min sectors opened in a configuration</th>
<th>Max sectors opened in a configuration</th>
<th>Number of different configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDIUUUTAC</td>
<td>11</td>
<td>14</td>
<td>1</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>EDIUUUTAE</td>
<td>10</td>
<td>14</td>
<td>1</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>EDIUUUTAS</td>
<td>12</td>
<td>29</td>
<td>1</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>EDIUUUTAW</td>
<td>10</td>
<td>12</td>
<td>1</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>EDYYBUTA</td>
<td>8</td>
<td>13</td>
<td>1</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>EDYYDUTA</td>
<td>9</td>
<td>12</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>EDYYHUTA</td>
<td>12</td>
<td>19</td>
<td>1</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>EPWWCTA</td>
<td>18</td>
<td>77</td>
<td>1</td>
<td>10</td>
<td>26</td>
</tr>
<tr>
<td>LHCCCTA</td>
<td>10</td>
<td>24</td>
<td>1</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>LKAACCTA</td>
<td>6</td>
<td>9</td>
<td>1</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>LKAAUTA</td>
<td>6</td>
<td>9</td>
<td>1</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>LOVCCTA</td>
<td>26</td>
<td>58</td>
<td>2</td>
<td>12</td>
<td>21</td>
</tr>
<tr>
<td>LSAGUTA</td>
<td>6</td>
<td>9</td>
<td>1</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>LSAZUTA</td>
<td>6</td>
<td>7</td>
<td>1</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>LZBBCTA</td>
<td>27</td>
<td>69</td>
<td>1</td>
<td>5</td>
<td>8</td>
</tr>
</tbody>
</table>
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