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Would you fly in a fully automated
aircraft?

Would you fly if the ATC service were
provided by an Al?

If you were an ATCO, would you accept
decisions being taken by an Al?
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The challenges of Al in a Human-Centric -
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Explainability

How much the humans
are able to understand
the Al decisions?

Trust

Generalisation —

Up to which point a
system trained with a
dataset remains valid in
a different context?
Applicabity

Long, monotonous tasks
Assembling information to
reach decissions if combined in a
" | Finding patterns and trends  right way

W2 aheas ety Fast reaction
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Better together...  Holistic perspective
Thinking outside the box

Creative solutions




Managing Explainability
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L * Why did you do that?
Machi Decision or * Why not something else?
Trgining ac I.I'IE Learned Recommendaton + Whendo you succeed?
Learning . + When do you fail?
Data Function -
Process * Whencan | trusi you?
= How do | corect an error?
User
XAl Task
. + | understand why
New + | understand why not
Training Machine . Explainable | Explanation « | know when you succeed
Data Learning Model Interface = | know when you fail
Process « | know when to trust you
* | kmow why you emed
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The Research

e Two different use cases tested: ATFCM and CD&R

XAl prototypes developed for Automation levels 2
and 3

* Integration with Visual Analytics tools to facilitate
the provision of explanations on Al decisions

 Real Time Simulations in ATC platforms involving
experts ATCOs

* Principles for Transparency in Al/ML applications
in ATM
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Main conclusions Sesar%
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* Trust is more important for the operator than explanations

e Some explanations may be helpful, but often decisions are self-
explanatory or too complex for real time la‘
 But trust needs to be built before... through explanations

* Mainly during certification and training phase, where explanations
on the behaviour of the system are required

* And is very easy lo lose it!
* Explainability requirements should be considered since design phase

* Higher automation levels imply new challenges
» Operation before human capabilities imply safe back-to-normal
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Check more results on the website Sesar

DIGITAL EUROPEAN SKY AWARDS 2023
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https://tapas-atm.eu/
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